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Agricultural era Electricity.

laborers

Industrial era

Electricity.

Digital era

Computing power

Per capita computing power is positive related to the economic level

*GFLOPS: Giga Floating-point Operations Per Second, is a billion floating-point operations per second

High computing 
power countries

Countries with low 
computing power

Computing power per capita 
(Unit: GFLOPS)
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Source: Ubiquitous Computing: The Cornerstone of an Intelligent Society

Computing power is the new productive force in the digital economy era

 By 2022, China's digital economy will reach 50.2

trillion RMB, worldwide No.2 in terms of total

volume, accounting for 41.5% of GDP.

 Every 1% increasing of computing power index will

lead to 3.3% digital economy and 1.8% GDP

growth respectively.

China's digital economy scale growth accounts for GDP

The growth rate of the China‘s digital economy is the first in 
the world and the second in the scale in the world.



The country implements the "East Data West Computing" project 
to improve the computing service capability.
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 Build a dedicated transport network for data center 
clusters to increase network bandwidth, improve 
transmission speed, and reduce transmission costs.

 Build a 1–5–20 ms latency circle. (1ms in a city, 5 ms in a 
hub, and 20 ms between hubs)

 In May 2021, the National Development and 

Reform Commission proposed to build national 

hub nodes of the national integrated computing 

network and accelerate the implementation of the 

"East Data West Computing" project.

 In February 2022, the National Development and 

Reform Commission agreed to build eight 

national computing hub nodes and planned 10 

national data center clusters. The "East Data West 

Computing" project has entered the stage of full 

implementation.
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In May 2022, China Unicom released the all-optical Infrastructure for 
computing era

China Unicom cloudIntelligent MAN IP MAN
10G PON

HOME

Enterprise
/Campus

Manufacture

All-optical hub

Government and enterprise premium network

Backbone
Network

Gansu
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Computing power slice @OSU/ODUk/λ

Intelligent network management system C&M of computility

Brain of Computing Network

Yangtze River 
Delta

Hub computing 
power

Provincial 
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computing

Local computing

Local computing

Edge computing
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finance

OTN P2P/
G.Metro

OTN P2MP

Ultra-low latency
PON

All-optical cityAll-optical access All-optical 
backbone network

Connections for computing Connections for enterprise Connections for Home

 Stable architecture
 With computility anchor, 300m to users, 

experience is optimal.
 Optimal latency: 1ms from the anchor point 

to the edge, 5 ms to the hub, and 20 ms
from the east to the west

 Reliable connection between large enterprises 
and flexible connection between small and 
medium-sized enterprises

 10M-100G access
 Hard pipe isolation and 99.999% reliability

 FTTR Smart Home Networking
 The OLT integrates the edge computility 

(edge storage, edge computing, and edge 
acceleration).

Metro 
Network
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Main technical directions of all-optical network

• C+L/400G

• G.654E

• New optical fibers

Ultra-high speed 
transmission

• OXC

• WSS

• Cost-effective 

metro WDM

Ultra-Broadband 
Networking

• FTTR, FTTM

• 50G PON

Ubiquitous 
optical access

• Autonomous network

• Digital Twin

• Sensing communication 
integration

Intelligent 
optical network

• Open network

• Capability 
openness

Open optical 
network

• All-optical infrastructure for “East 
Data West Computing”

• Premium network for government 
and enterprise customers

All-optical service 
network

High-speed & ubiquitous physical network Intelligent and agile service capabilities

Development vision of green and low carbon
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The all-optical base evolves to F5.5G key technologies

Ultra-high-speed, large-capacity, long-distance transmission
 High-speed components: The baud rate of optoelectronic components evolves 

from 130 GB to 200GB, achieving high-performance single-wavelength 400G/800G

 Extended spectrum: The available bandwidth of optical fibers can be extended to 
more than 12 THz from the traditional C-band to the C+L-band and S-band.

 New optical fibers: G.654.E optical fibers and cables are deployed on a large scale 
on backbone networks, laying a foundation for 400G and beyond 400G

 Space division multiplexing: Based on multi-core and few-mode optical fibers, the 
transmission capacity is improved. Based on hollow fiber, transmission delay is 
reduced. Multi-core and hollow fiber are still in the research and test stage.

HOME.
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All-optical anchor
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Integrated service access 
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High speed 
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Access 
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Video 
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e
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Cloud
Video 
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ce....

Gigabit Home Access
Remote
Office

Remote
Education

Online
Games

wisdom
Family.

....

Intelligent and Efficient Bearer network and 
Ubiquitous Optical Connection

 Efficient bearer: The OSU technology is used to efficiently carry 

multiple services from 10 Mbit/s to 100 Gbit/s.

 Intelligent networking: ROADM (OXC) all-optical networking, optical-

electrical collaborative C&M, and WSON and ASON make full use of 

their respective advantages.

 High-speed access: 10GPON is the mainstream optical access 

technology. 50G PON and WDM PON technologies are gradually 

mature.

spectral 

efficiency

Transmission

Capacity

Transmission 

distance
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Backbone networks enter the era of single-wavelength 400Gb/s

10G
• Intensity modulation, 

direct detection
• Not concerned about 

polarization

40G
• Intensity modulation, direct 

detection
• Phase modulation, direct 

detection
• Coherent detection and 

polarization multiplexing

100G
• phase modulation
• Coherent detection
• polarization multiplexing
• Powerful FEC
• DSP technology

400G
• phase modulation
• Coherent detection
• Polarization multiplexing
• Powerful FEC
• Enhanced DSP
• higher order modulation
• Multiple subcarriers
• constellation shaping

2013 20232003

 In January 2023, China Telecom implemented 400G ultra-long haul
real-time transmission on the live network.

 In February 2023, China Mobile released the live network test for the
longest-distance 400G transmission.

 In April 2023, China Unicom built the largest 400G OTN experimental
network in Zhejiang.Province

 Coherent optical interfaces are developing in two directions: long-distance
backbone network with ultimate performance and MAN with high integration, low
power consumption, and pluggable.

 16QAM modulation can be used for the backbone network with short distances and
in the province. QPSK can be used for ultra-long distances.
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Baud Rate

Modulation format

Transmission distance

Application Scenario

2019 - 2020 2022 - 2023 2025 - 2026 2027 - 2030

-90GB -130 GB -200 GB -250 GB

64QAM E64QAM E16QAM QPSK

80 km -300km -1200km -3000+km

DCI Metro Area Provincial Backbone National Backbone

800G is for short-distance now, it takes 3~5 years for long-haul application

 As the baud rate of components increases, the 800G transmission performance continues to improve. In 2019, the 90GB 64QAM for
80 km DCI, now 130G baud for 300 km metro applications.

 Some mainstream vendors have started to invest on 200 GB high-baud optoelectronic components and chips. It is estimated that the
800 Gbit/s will reach 1000 km in 2025 ~ 2026, meeting the requirements of provincial backbone applications.

 For the long-term, the academic community and industry need to work together to solve the problem of 250G baud-rate components to
achieve ultra-long haul transmission on national backbone networks.
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All-Optical Computing Interconnection: Mesh network, Optical Computing 
Collaboration and Optical Storage Collaboration

Optical & Computing and 
Optical & Storage Collaboration

Improves Efficiency
• Optical computing collaboration for 

efficient data scheduling

• Optical storage collaboration  for 

efficient data storage

Flat Mesh Network for Ultimate 
Latency

• Break the administrative division build flat 

network and cover multi-level DCs

• Mesh networking, optimal latency between any 

node

400G/800G provides ultra-high 
bandwidth.

• 400G@C6T or C6T+L6T is used. 800G 

can be used for inter-AZ connection.

• Multi-dimensional networking for areas 

with heavy service traffic

Optical-electrical synergy, elastic 
and agile

• Optical-electrical synergy ensures 

99.999% availability.

• Agile wavelength dismantling and re-

construction, providing flexible POOLing

Three-dimensional 
backbone layer

NCE intelligent 
management and 

control

Central cloud
AZ1

AZ2AZ3

Central cloud

Third-party cloud

Cloud 
edge

Cloud 
edge

Cloud 
edge

Cloud 
edge

Cloud 
edge

Cloud 
edge

Cloud 
edgeLay the foundation 

and lay the bottom 
layer

Inter-computing interconnection high-quality 
transport capacity network

Inter-hub 
computing power

Hub internal 
computing 

power

Edge 
computing 

power

• Networking centered on 

computing DC nodes 
• Build a 1–5–20 ms latency circle.

• Enable high-efficiency and 

ultimate interconnection 

between compute nodes
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Pooled WDM Enables Low-Cost Metropolitan-Area Optical Network

Core 
ComputingEdge 

Computing

T-ROADM

Large-granularity one-hop to cloud

OSU/ODU

1

2

3
Metro 100G/200G
Coherent module

4 Optical label-based automation

OSU/ODU

Fine-granularity layer-by-layer relay

M
*N

 W
SS

M
*N

 W
SS

Create the best all-optical metro base

• MxN ROADM on the Aggregation/ 
Access Ring enables Wavelength Sharing 

• 1x2 ROADM deployed at Edge 

• Low-cost Metro 100G/200G systems

Enable E2E MAN ROADM+OTN deployment

• The MxN ROADM, low-cost 100G OTU technologies 
enable wavelengths sharing among access rings in 
the aggregation node and cost effective all-optical 
metro networks are realized.

Optimal TCO for metro transport networks

• ROADM boards reduced by 50%

• Space and power consumption reduced by 50%

• ROADM+OTN for metro network: Future proof, Low 
Cost, Optimal Performance, High service Provisioning 
Efficiency, and Energy Saving

Cost effective Pooled WDM
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双全光千兆时代光纤光缆创新发展分论坛
All-optical Access evolution: Computing enhancement, 50G PON and 
FTTR+Q-band WiFi

墙体天然衰减

FTTR+Q-band mmWave Wi-Fi: high-bandwidth without interference50GPON : Enabling Emerging Digital Services

ImmersiveVR/AR
• >10Gbps
• 1ms low latency
• Non-interference 

interaction

Cloud gaming
• 10 Gbit/s without 

compression
• 1 ms low-latency
• Multi-connection 

concurrency

holographic 
communication
• X0Gbps Multiview
• Coexistence of multiple 

users

On-premises controlAccess scheduling & controlCloud computing assistance
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Summary: Build a High-Quality All-Optical Network and Improve Computing 
Power Network Service Capabilities

1. All-optical backbone:  High capacity all-optical network ensures computing power scheduling (800G).

Deploy 400G, research and standardize 800G, convey efficient connection and scheduling of computing resources.

2. All-optical access: Ubiquitous high speed optical access enables all-optical cloud/computing access.

Build a stable architecture and full-coverage integrated service area as well as all-optical computing anchor points, provide high-speed ubiquitous optical access 

with multiple technologies, cultivate 50G PON, and implement flexible and convenient all-optical cloud/computing access.

3. Optical network and computing synergy: enhances awareness of computing power and application in transport and 
access network, and realizes efficient collaboration of network and computing resources.
Innovation in computing & application awareness, lossless transmission to achieve collaboration between optical network and computing & storage resources 

and provide efficient and deterministic all-optical computing power networks for AI/ML development.



Thanks ！
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