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Executive Summary

The EUfunded research projects under the 5G PPP initfagbagted back in 2015, when

the soecalled Phase 1 of research activities was launched to provide the first 5G concepts.
This was followed up with the second phase in 2017 where the first mechanisms were
designed, and significant technological breakthrougkse achieved. Those projects
posed the basis for the architecture and services of the 5G and beyond systems. With
Phase 8a new set of projects was launched in 2018, starting with the three Infrastructure
projects, followed up with the three credssrder automotive projects, the advanced
validation trials across multiple vertical industries and the projects dealing with the 5G
longer term vision. 5G PPP is currently on boarding the latest projects, the latest of which
are expected to start in January220and deal with smart connectivity beyond 5G
networks.

It is thereforea good tine to review how 5GPPP projects have been uamtjenhancing
Edge Computing for 5@nd beyond systems, based on the informatlmared by the
projectsthemselvesBut beforedelving into that analysighis whitepaper present
rationale on why Edge Computing and 5G go hand by,rerdlhow the latter can benefit
most from the former

Section lof this whitepaper presents a brief introth@ Edge Computing concept with
some perspective linking it to the explosiondatausage driven by other technologies
like Artificial Intelligence (Al) and the relevance of Data Gravity. It alaborates on
how Edge Computing helghe 5G Value proposition. It then goes over Edge locations
andhow an Edgedeployment could look liketo finalise with the Edge Cloud ecosystem
introducing the roles dhemain actors in the value chain.

Section 2 presents axhaustive technology review of concepts with a rBwyork
perspectivefocusingon four categoriesvirtualisation, orchestration, network control

and operational framework&s Edge Computing islways deployed within a wider
communication systenthis sectionpresents several scenarios for connecting the Edge
Computingto other technologies such as Cloud federation (connecting the Edge Cloud to
other Clouds), End to End Slicingvhere Edge Compute resources are part of some
Network Slicg, Radio Acess Networl(in particular the Open RAN model that can
leverage Edge Computing resourcéster Edge Border connectivifjo show how Edge
resources can move between Home and Visited Netyaukd finally the connection to
Satellite Networks.

Section3 analy®sthe role of Security in Edge Computing, reviewing key security threads
and how they can be remediated, and how some 5G PPP projects have addressed these
problems.

Section 4presents theso-called Battle for Edgethat many companies areurrenty
fighting, trying togain the best possible position in the ecosystem and value chain. It
describes the different actors and roles for these companies, and then describes the

1 https://5gppp.eu/
2 https://5gppp.eu/Seppp-phase3-projects/

Dissemination level: Public Paged / 96




5G PPPTechnology Board Edge Computing fobG Networks

fCoopetitive Landscaeanalysingoothscenarios where one actor can take the dominant
role and othemore collaborativecenarios.

These sections of the whitepaper provide the context on motivation on using Edge
Computing for 5G, the technology and security landscape and the options dandpaih
Ecosystem around Edge Computing for mobile networks, preparing the reader for the
main section of the whitepaper.

Section5 enters irthe main focus of the whitepaper, deseiggb GPPP projects approach

to Edge Computingnd 5G This analysis haseenbasedon 17 answerdrom Phase 2

and Phase 3 5GPPP projects to an Edge Computing Questionnaire created specifically for
this whitepaper. The questionnaire asked about the type of infrastructure deployed, the
location of the Edge used in the projedte tmain technologies used for these
deploymentsthe Use Cases and Vertical Applications deployed at the Edge, and what
drivers were used to select thods.the reader will see, Edge computing solutions have
been extensively used by many 5G PPP projedddar diverse use cases. The analysis

of the received answers provides some useful insight to the reader about the usefulness
of Edge Computing in real networks.

We are confident that this whitepaper will be of interest for the whole 5G research
community and will serve as a useful guideline and reference of best practises used by
5G PPP projects.
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1.l ntr oduWhy olhdge Computing
5Gnd beyond

1.1Whas Edge Computing

There are many definitions fahe termEdge ComputingThe Linux Foundation has
created an Open Glossaand underEdge Computig 2 one can readhe following
definition:

The delivery of computing capabilities to the logical extremes of a network in order to
improve the performance, operating cost and reliability of applications and services. By
shortening the distance between devices and the cloud resources that servanthem
also reducing network hops, edge computing mitigates the latency and bandwidth
constraints of today's Internet, ushering in new classes of applications. In practical terms,
this means distributing new resources and software stacks along the patlehébalay's
centralized data centers and the increasingly large number of devices in the field,
concentrated, in particular, but not exclusively, in close proximity to the last mile
network, on both the infrastructure and device sides

So, Edge Computing reduces the distance between Users (Applications) and Services
(Dat a) . But the question remains: AWhy h
technol ogy trend during the past years?0o

Interest over time

|4
A
v

FaN

Figure 1: Numberof Seac her s of fAEdge Computingdo from G

We can explain this explosion of interest by looking at Big Data and Al evolution.

BIG DATA PHASE 1 BIG DATA PHASE 2 BIG DATA PHASE3

DBMSbased, structured content: Web-based, unstructured content Mobile and sensor-based content

g A RDBMS& data warehousing g A Information retrieval and extraction & A Location-aware analysis

N A Bxtract Transfer Load S A Opinion mining & A Person-centered analysis

5 A Online Analytical Processing § A Question answering S A oontext-relevant analysis
A Dashboards & scoreboards N A Web analytics and web intelligence & A Mobile visualization

8 A Datamining& Satistical analysis = © A Social media analytics % A Human-Computer Interaction
3 & A Social network analysis 5

A Satial-temporal analysis

Figure 2: Big Data major phases from the Enterprise Big Data Professional Guide

3 https://github.com/Hedge/glossary/blob/master/edgiessary.md
4 https://www.bigdataframework.org/shdristory-of-big-data/
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While the beginning of Big Datean be sein the 90s, it is really in the last decatiat

Data explosioriook place

The application of Al to Big Data increased the need for larger Data sets to train inference
models. Public cloud has played an instrutakrole in this space, but the more the data
set grovg, the more difficult is to move the data.

That Es why Dave McCrory in 20105Theideaoduc e
is that data and applications are attracted to each other, similar to the attraction between
objectsasexplained by the Law of Gravity.

Throughput ‘

Figure 3: The Data Gravity concept introduced in 2010by Dave McCrory

In mobile networks, Applications (Apps) run in smartphones, whereas Services run in the
Operator’s Core Network (IMS Services) or in Internet (commonly in Public clouds).
Apps and Services are therefore veimg o6f ar
point of view (e.qg., typically more than 80 ms). This is becausgchanged dataave

to travel through a set of networking entities and devices (e.g., aggregation points, IP
routers, Peering routers, Interconnection hubs). It is not uncommoheHhaiks to these

devices can get congested, and therefore it is impossible to guarantee dmeredd

Quality of Service (QoS) or throughput.

In such an environment Edge Computing plays a key role as the enabling technology to
shorten the distance bexen Users (Apps) and Services (Data) and enable guaranteed
Latencies and Throughputs, as required by services and applications. These requirements
have become apparent especially with the digitization of Verticals such as Industry 4.0,
Collaborative and AilomatedDriving, E-Health etc

1.2Whyi €dgomputing cbGPi cal for

The 5G Networkis the most recentMobile Network generation defined by 3GPP.
Looking back at the evolution of Mobile NetworKksefore the introduction of a new
generations it has always been a problem to predict which use cases would have been the
ones mostly valued by Users
1 3G Networks were designed mainly for Voice (Circiitched) andlimited

Internet browsingHowever,Smartphongappearance in 2007 revealed A@ss

the main use caspeopleused to spen®0% of their mobileusage time with

Apps’.

5 https://datagravitas.com/2010/12/07/dgtavity-in-the-clouds/

555G PPP, White paper, AEmpoweri ng Mipst/gppp.eulwpl ndustries,
content/upload2020/09/5GPP® erticalsWhitePape020 Final.pdf

7 https://buildfire.com/apystatistics/
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1 4G Networks were designed for Data services, modelling Voice service as Data
(VOLTE), while most of the traffic idG Networks is VidegVideo will represent
82% of all IP traffic in 202¥)

If the Telco Industry would have known that Video wasaccount for 80% of traffic,
most probablythe design of 4G Networks would have been diffeyeng, introducing
Contert Delivery Network CDN) in the architecture

The reality is that it is impossible to predict how users are going to drive the usage of
newly introduced mobile networks. Therefore, for 5G Networks, 3GPP has taken a
Service Oriented approach, introducing new key concepts, such as Network Slicing, or a
Service Bus Architecture for Microservices, to offer the possibility to create a Virtual
Network for a specific Service to deliver the best user experience to customers.

The5G Network value proposition relies on three pillars or capabilities, ususfiiagted

like in Figure4, associated to most relevant use cases:

5G Usage Scenarios

Enhanced Mobile Broadband

Gigabitsin a second
3D Video, UHD screens

Smart Home/ Building Work and play in the cloud

Augmented Reality

Industry Automation

Mission critical application

Snart Aty Self Driving Car
[]
all

Massive Machine Type Ultra-reliable and Low Latency
Communications Communications

Figure 4: 5G Usage ScenariosSpurcelnternational Telecommunications Unior)

1 Enhanced Mobile Broadband (eMBB): aims to service more densely populated
metropolitan centers with downlink speeds approaching 1 Gbps (gipabits
second) indoors, and 300 Mbps (megapissecond) outdoors.

1 Ultra-Reliable and Low Latency Communications (URLLC): addresss
critical communications where bandwidth is not quite as important as speed
specifically, an endo-end(E2E)latency of 1 ms or less.

8 https://www.businessinsider.com/hetteaw-muchip-traffic-will -be-video-by-2021-2017%6?IR=T

9 https://www.itu.int/en/ITY
D/Conferences/GSR/Documents/GSR2017/IMT2020%20roadmap%20GSR17%20V1%R6201 df

Dissemination level: Public Page8/ 96



https://www.businessinsider.com/heres-how-much-ip-traffic-will-be-video-by-2021-2017-6?IR=T

5G PPPTechnology Board Edge Computing fobG Networks

1 Massive Machine Type Communications (MMTC):5G enabls an 1000X
increa® of devices connected to the Netwpomkoving from 1K devices per Km2
in 4G to 1M devices in 58,

In order to delivethe abovementioned abovealueproposition Edge Computing play
a fundamental roleasCompute resources are critical to endhtese threeapabilitieso
the Networkso to be able to finally deliver a satisfactory EB&perience.

Figure5 elaborate®n what the main enhancements to some key system capabilities are,
when moving from a 4G network to a 5G one.

eMBB: increasing Data transfer in Radio
Pesk Dala Raie interface is not enough. Content needs to be
e closer to customers in order to sustain high
ih, datatransfers rate with no congestion.
o URLLC : reducing Latency in Radio interface
is not enough. We need to move Services
closer to customers in order to deliver a
g reduced and guaranteB@E Latency.
MMTC : increasing the number of connected
devices to the netwk needs to be
accompanied by processing the signalling and
Wbty data from these devices at the edge of the
oecsaren o o network to digest the volumes of information
generated bya huge number ofThings
connected to the network.

Area Traffic
Capacity
(Mbps/m?)

Ensrgy
Efficisncy

Figure 5: 5G capabilities vs.4G capabilities (ITU -RY)

Moving contentservices andgignallingprocessing closer to customers requires moving
computeresources closer to the devices consuming the content, running theohpps
sendingsignallingcoming from sensear Thatis where Edge Computingpt only meets
5G, but allows it to fully deliver its promised enhancemes@:cannot be conceived just
asa set of focused technical enhancements, emewaradio technology, butlso asa
completely new paradigm forMobile Networks where Edge Computing plays a
significant role.

13Where is the Edge of the Netw

There is no unique locatipor range of locationswhere Elge Computing mustbe
deployed Edge nodes can be included in network routers, cell or radio towers, WiFi hot
spots, DSkboxes, and local data centers. As describéeskation1.1, Edge Computing

10 Massive Machinél'ype Communications: An Overview @erspectives Towards 5G
(https:/iwww.fpz.unizg.hr/ikp/upload/RCITD_2015_ Massive%20Machine%pe%20Communications%20An
%200verview%20and%20Perspectives%20Towards%205G. pdf

11 https://www.itu.int/en/ITUT/Workshopsand
Seminars/standardization/20170402/Documents/S2_4.%20Presentation_IMT%202020%20Requirements
how%?20developing%20countries%20can%?20cope.pdf
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is the concept of placing computing resources closer to users” I@catiomost any
device with computational power thdge i s n
Computing device, as long @scanprocessa computational workiad.

Scale (PoPs) Typical Latency

Centralized Internet / Aoud

Coud Infrastructure tens >20ms
Computing J |
Telecom Infrastructure
|| ||
L) | l l Hundreds - <10-20 ms
| |
thousands

Qustomer devices (inc
own computing
resources)

10s of >1ms

Computing millions

Figure 6: Edge Computing Location

Edge Computing is typically placed between users” Devices and Centralized computing
datacentergvhether they are Public clouds or Telco Cloud facilities.

Device computing resources are hard to manage because of their heterogeneity and the
network environment where they are connected to (typically LAN environments).

We can mentiorseveralEdge Conputing deployment examples that help us to identify
different EdgeComputingLocations:
1 On Premise: Companies deploying 4G/5G Private Networks depdojull
Network Core irthe preniseinfrastructure connected to business applicatfons
1 RAN/Base station:some companies are deploying infrastructure collocated with
RAN in the streets, using abinets / MiniDatacenterse.g., seeFigure 7
5GCity/Vapor.id?)

Figure 7: Vapor.io Edge moduleand 5GCity Multifunctional Post

1 Central Offices (COs). COs are at th€loud Service ProvideQSP network
edge, which serves as the aggregation point for fixed and mobile traffic to and
from end user. All traffic is aggregated to the CO, which creates a bottleneck

12 https://www.daimler.com/innovation/production/factes.html

13 https://www.vapor.io/3&kinetic-edgecities-by-2021/
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that can cause a vatyeof problems. Throughput and latency suffer greatly in
the traditional access network, essentially cancelling out much of the gain
from technologies such as optical line transfer (OLT) and -tib¢ihe-home
(FTTH), and 5Ghetworks

To address this issw ongoing transformation has been initiated. A promising
solution is to deploy a virtualized, distributed network at the Edge. Central Office
Re-Architected as a Datacenter by CORBNd followed by OPNF¥ and other
projects, have started a process \ehttre economies of a data center and the
agility of Software Defined Network (SDN) applied with cloud design and
network disaggregation principles will tackle the aforementioned problems.

( 1

Traditional Central Office Transition to Virtualized Central Office

Access
= Network Network

idential
Proprietary hardware appliances are
replaced by serversfor control and
data planes. Hardware Acceleration in
added as a means of meeting

customers service expectations (speed,
latency, jitter) economically.

Traditional CO:\ﬁrluaI (eo)

BBU BNG/ vEPQ vRW
IMS | Gontrol Plane

SGW |

| DataPlane

|

.

Figure 8: Virtualization of the CO principles: Cloud and Network Disaggregation

1 Private Datacenters: Telcos and other companies are deploying Private
Datacenters to host Edge Computing infrastructure. This approach requires these
Datacenters to be interconnectedhwiobile Network AggregatiorPoint of
PresencedOB to get traffic from users.

1 Hyperscalers Edge Locations Public cloud companies define their own Edge
locations.The AWS Edge solution is called AWS Cloudfront, andtypically
deployed in one or twghysical points per countnin Europé®. The Azure
solution for Edge is Azure CDN, mainly for content distribution, and is similarly
distributed ashe AWS Cloudfront’.

While Edge can be located in different locations, they are not exclusive, and there can be
several Edge locations used in a network deployment.

The term Fog Computing as defined by tNational Institute of Standards and
Technology?, states that Fog Computing islayered model for enabling ubiquitous

14 https://mww.opennetworking.org/cord/

15 https://www.opnfv.org/wgcontent/uploads/sites/12/2017/09/OPNFV_VCO_Octl17.pdf
16 https://aws.amazon.com/cloudfront/features/

17 http://mapcdn.buildazure.com

18 hitps://nvipubs.nist.gov/nistpubs/SpecialPublications/NIST.SP3260pdf
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access to a shared continuum of scalablaputing resources. The model facilitates the
deployment of distributed, laten@wareapplications and services, and consists of fog
nodes(physical or virtual), residing between smarnddevices and centralized (cloud)
services.

l4How does thel Ekg® | ook

An Edge Computing infrastructure may be implemented in many different ways,
depending on several parameters. It can go from a Raspbeleyi€e to a several racks
Datacenter footprint. Different Industry initiatives such as ONF, Broadband Forum and
OPNFV have come up with similar architectures for Edge Computing infrastructure to be
deployed at a CO level. The ONF design is called COR®Btoadband ForumBBF)
design is called Cloud CO, and the OPNFV, from the Linux Foundation, is called Virtual
CoO.

Figure 9: ONF CORD & Broadband Forum Architecture

In these architecturethye EdgeComputinginfrastructure is composed of:

1 Compute nodesthese are the servemhereCompute loads are executed.

1 Switching Fabric/SDN: switching infrastructure in LegBpine configuration
(any leaf is connected to two Spines) managed by a SDN controller. Internal
leavesact as Top of the Rack switches for severs to connect them.

1 Access Network:whether it is a fixed or a mobile access network, connected to
one border leaf of the switching fabric

1 Transport Network : connected to the opposite leaf of the switchingiabr

These solutions are typically designed for full 42Us raSksaller footprint solutions are
recently available from open organizations ltke Open Compute Projecivherethe
Open Edge project has released the Open Edge specifications with 28U diodm
factors®.

19 http:/ffiles.opencompute.org/oc/public.php?service=files&t=32e6b8ffca7e964ec65del7ec435a9fc&download

Dissemination level: Public Pagel2/ 96



http://files.opencompute.org/oc/public.php?service=files&t=32e6b8ffca7e964ec65de17ec435a9fc&download

5G PPPTechnology Board Edge Computing fobG Networks

15l nt r odudthieon Edge Cl oud Ecosys

The previous sectionprovided an overview of the motivation, technologies, highel
architectures and deployment aspects that will drive the further development and
evolution of the industry and markdéts Edge Computing

Looking at the evolution oPublic cloud solutions an8ervices they have been driven
by a few actors that have grown into big global playeosv often called ovethetop
(OTT), providing services ,ordyperscaters. Tloeflaitert o d a
referring to their capability of seamlessly provision amdtling compute, memory,
networking, and storage resources to their infrastructure and make those available as
scalability properties of the services offered. In addition, local IT and cloud providers
have provided more tailenade solutions and servicdsat have properties and added
value beyond commodity services.

With the emergence d&dgeCloud Services (leveragingdge Computing technologies
and solutions) we anticipate a richer set of actors entering the matrkieé same time
competing and collaborating. The illustration below identifies this wider set of players.

MNO / CSP Global OTT /
Hyperscaler
NEP / MSP Neutral Host Global IT Solution
Provider
Industry Device & Local IT & Cloud
Solution Provider Provider

Figure 10: Key players in edge cloud competitive / collaborative landscape

Il n such fAcoopet icompetdvd laridscapave aam identify the Glabal d
OTT or Hyperscalers and the Local IT & Cloud Providers. On the same side we can also
highlight the Global IT Solution Providers such as IBM, Oracle, HPE, etc. On the other
side we have Telecom Operators, e.g., Telcos/Mobilgvdl& Operators (MNOSs), and
Communication Service Providers (CSPs). Moreover, telco vendors, e.g., Network
Equipment Provider (NEP), are increasingly also offering managed services, thus acting
as Manage Service Providers (MSP). With 5G and network capsbibddressing
various Industry 4.0 use cases, the global industry device & solution providers (e.g.
Siemens, Bosch, ABB, etc.) will as well address the Edge Computing and Edge Cloud
Services space.

In the midst of these actors, we also point out theatled Neutral Host (provider),
potentially managing local or private spectrum and offering services to allow physical or
virtual assets to be shared by multiple sergoeviders, and in this way improving the
economic efficiency at locations where otlaetors acting individually do not see an
effective business case.
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To introduce some example configurations, functional roles and potential actor positions
the following illustration is provided

OPEN TH.GCO EDGECQL.OUD

FRONT END APP MARKETPLACE

EDGERESOURCEMGR 'NT%';EC"ON

\& 4

A
PRJ\/IDESED(#@NNH:I’IVITY
4 2\

PROVIDES EDGHCONNECTIVITY PROVIDES EDGHCONNECTIVITY

EDGE CONNECT EDGE CONNECT EDGE CONNECT EDGE CONNECT
(8 J | J NS ~ NS =~

Figure 11: Example configurations, functional roles and potential actor positiongor Edge Cloud

The @i Hy pearssecda leedrg e 0 showanhyiparscaleeprovides nmost of the
Edge Cloud stack, just building its infrastructure on top of the transport network
infrastucture offered by a network operator.

The next three example stacks show various configurations where the Telcos play a
significant role.

I n the AConnectivity Wholesalero case the
provider ofEdge infrastructure such &slgeCloud datacentre resources. On top of this
a layer of Open Telco Edge Cloud (OTEC) capabiliggzovided.

Both stacks inthe middleof theFigurell can be considered as various ways for Telcos
to shareedgeCloud resources. ThedgeCloud capabilities can be offered to the vertical
enteprise customer by a specialized services provider.

Finally, the rightmost stack shows an individual Telco providing the full stackself.
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2Key Technol ogies for 5G on

As discussed in the previous chaptellge Computingcan be seeas anopen platform

where the core capabilities of networks, computing, storage, and applications converge.
It provides intelligent services at the networdiggnear the source of the objectsdata

to meet the critical requirements reattime servicesdata optimization, application
intelligence, security and privacy protection of industry digitization. To address these
requirements, the frameworks of virtualization, orchestration, networking and operations
should be designed and adapted to the dig&ibunature of the dfje services and
applications, the ephemerality of data generated and the scaling needs.

In this section, we introduce some key technologies into four areas: the virtualisation, the
orchestration, the network control and operationah&aorks. In the last sedection, we
introduce some typicaldge Apps andServices through the description of some Edge
Connectivity scenarios.

21Resources Virtuali zation fram

The rise of HgeComputing has brought about a shift in system architectapgirements

and considerations. As applications demand lower latency and reduced bandwidth,
deployment method decisions are increasingly critical. This section examines the
differences between using virtual machines (VMSs) vs. containers vs. serverigssisin

in the context of EgeComputing.

211Vi r t ual Machines and Containeri z:

Microservices is a powerful architectural design pattern where the system is composed of
small granularity, highly cohesive and loosely coupled services. Each of these services
fulfil a specific functionality and is seffontained. Interactions between services
implement standard lighweight interfaces (e.g., RESTful principiésetc.). At the

service granularity level, microservices are small, i.e., they contain typicallyvemer

three modules focusing on one purpose. They have a bounded context where the service
components are bounded to own data and to own implementation. Following the Cloud
native Computi ng Fé&,ltappears thai thebcentainezinmtisormel o g i e
of the pillars of this transformation based on miseovices.

According to Docker, a container is a unit of software that packages up code, library and
all its dependencies so the Apps run quickly and reliably from one computing
environment to anoth& A developer should create from scratch or starting from another
container image, a standalone and lightweight package of software containing the
operating system environment, libraries, tools, configurations and code needed for
running the specific service. All these lines of code should be compiled and packed up in
a Docker container image.

The advantages of a container software package against microservices architecture as
containerized network functions are various, but mogiomant it provides isolated

20 https://ninenines.eu/docs/en/cowboy/2.3/guide/rest_principles/#_rest_architecture
21 https:/iwww.cncf.io/

22 https://www.docker.com/resources/wAtantainer
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environments for running software services and security by design. Containers can
provide better service agility, performance, time to run, quick deployments and updates,
scaling when necessarily, portability and beseruriy?=.

Service agility and performance of a software container are put in place by the possibility
to run directly on host. A software container runs on different namespack#erent

parts of namespaces, the only things that are shared beindgesorakfeatures which are

not completely isolated. Regarding resources, it does not use quota management
resourcesbeing protected fronthe noisy neighbour problem that is present in virtual
infrastructures with VMs in place.

Another good characteristiaf containers related to production infrastructure is their
operational model that is easy to implement and work with, thanks to engines and
resources managers with all buitfunctions such as: scaling (up or down) according to
deployment needs and félkealing, which takes action every time a container is not
responding or crashed and service or VNF is partially or totally unavailable.

Many types of containerization technologies are available, for instance:

9 Docker containersas mentionee@arlier

9 Java containers:those types of software packages enable standalone functioning
of Java applications or parts of them. Examples: Springboot, Jetty, Tomcat.

1 LXD containers: represent Linux Containers software technology that is very
similar to varias Linux distributions. These are created by Canonical Ltd. and
are integrated with the OpenNebula EDGE platform.

1 OpenVZ containers: Open Virtuozzé* is a dedicated containbased
virtualization technology specially created for Linux operating systems.

1 RKT containers: rocket containers and rkt container engine developed by
CoreOS for the majority of Linux distributions in a clendtive environment.

This type of container is composed of a pod (like in the Kubernetes model and
concept) with one or more apgations inside.

1 Hyper-V containers: they constitute a different type of containers because they
create their own copy of the Windows OS kernel and are completely isolated,
having incorporated both kernel space and user modes. They could be easily
associged with a VM.

212Li ght weight virtwualizati on

Unikernel is an alternative to both VMs and containers for lightweight virtualization of
resources that has gained attention over the last few years. It emerged due to the idea that
the majority of the functionsunning either in the cloud or #te Edgedo not require

many of the services inherent to OSs, and those servicesan be excluded. Unikernels

are singlepurpose appliances that are specialized at compile time into standalone
kernelg®. They are congficted with the minimal necessary libraries, modularly, compiled

23 An Analysis of Containebased Pldiorms for NFV:https://www.ietf.org/proceedings/94/slides/slig&bnfvrg-
11.pdf

Znttps://openvz.org/

25A. Madhavapeddy et al ., AUni kerQ@ledwsd, i ACHMryl ORPlAMtN®
48, no. 4. 2013, pp. 4672.
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together with the application code into an image (no division between kernel and user
spaces) that can be run on top of a hypervisor or directly on a hardware layer. Different
library OSs (e.g IncludeOS, UKL, MirageOS, OSv, Rumprun, runtime.js) can be used
to develop unikernels, with slightly different security profiles, programming languages
(some of them aiming to avoid programming directly ina@)d legacy compatibility.

Among other advatages, unikernels improve security over other virtualization paradigms
since (i)they have no other functions/ports apart from the specific applicatiey were

built for, thus the attack surface is minimal, and tfig¢y achieve a degree of isolation
similar to VMs and much higher than containers, since the latter share a common kernel.
Besides, due to their specialization, unikernels come with the benef#terf Eoot times

and lower images size than containers, as well as similar degree of memory consumption
when running.

Still, unikernels have some drawbacks that come mainly from their immaturity. The most
critical one is related to the high developmemigs, as (i) kernel functionalities have to

be carefully selected and configured for the specific application, (ii) there is a lack of
tools designed for debugging unikernels, and (iii) to be updated they have to be shut down,
updated, recompiled and insteated,a set of operations thatn®t possiblé¢o runon the

fly. Besides, their performance shows room for improvement, as initial tests have shown
that time for (some particular) processes completion is higher in unikernels due to lower
efficiency of nemory management and hypervisor overA&akhis technology is more
powerful in applications with high context switching between kernel and user $paces

The nature of unikernelmake them suitable for deploying stateless, fegponse low
latency VNFs located atdgenodes. General algorithms (e.g., compression, encryption,
data aggregation) and specific functions for Vehiculdge&=Computing (VEC), Hge
Computing for smart ciéis and Augmented Reality (AR)are use cases in which
unikernels can be of utilitthe UNICORE project®, which aims at providing a toolchain

for facilitating the development of secure, portable, scalable, lightweight and high
performance unikernels, fesees their potential application in &N, vCPE and
serverless computing, among other fields. As current Virtualized Infrastructure Managers
(VIMs) support unikernels, some H2020 #®P projects (such as SEEDIA®,
5GCity3!, Superfluidity??, 5G-Completé3, etc.) are using them jointly with VMs and

26 R. Behravesh, E. Coronado and R. Riggio, "Performance Evaluation on Virtualization Technologies for NFV
Deployment in 5G Networks," 2019 IEEE Conference on Network Softwarization (Nef&aft, France, 2019,
pp. 2429.

27T. Goethals, M. Sebrechts, A. Atrey, B. Volckaert and F. De Turck, "Unikerad®ntainers: An kbepth
Benchmarking Study in the Context of Microservice Applications," 2018 IEEE 8th International Symposium on
Cloud and Service Computing (SC2), Paris, 2018, #p. 1

28R. Morabito, V. Cozzolino, A. Y. Ding, N. Beijar and J. Ott, fGolidate IoT EDGE Computing with
Lightweight Virtualization," in IEEE Network, vol. 32, no. 1, pp. 10P1, JanFeb. 2018.

29 http://unicoreproject.eu
30 http://www.5gmedia.eu
31 https://www.5gcity.eu
32 http://superfluidity.eu
33 https://5gcomplete.eu
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containers within their 5G deployments, being leveraged in tandem for conforming
services thus benefiting from their respective advantages.

On the other hand, serverless computing is a paradigm for virtdi@maronments that
appeared during the past decade and has attracted great interest among services customers
and providers. In this paradigm, developers have to focus on writing the code of their
applications as a set of stateless exgggered functios, in a FunctiorasaService

(FaaS) model, without having to manage aspects related to infrastructure (e.g. resource
allocation, placement, scaling) since the platform is in control of those tasks. Despite the
fact of being a novel concept, most major dars have a FaaS offering, AWS Lambda
being one of the most populane Still, there are different open source solutions for
developing a serverless computing platform based on Kubernetes cluster on any
public/private cloud or bare metal. Among them, oae find solutions such as Apache
OpenWhisR?* OpenLambd®, Knative’®d, Kubeles¥’, Fissiori® and OpenFaad Apart

from the computing service, serverless architectures usually require other services like
data storage okpplication Programming Interfac@&Pl) gateways to be functional.

The advantages of serverless computing can be summarized in thres:aspect
(1) increase of resource efficiency, as these are allocated/deallocated and scaled
up/down depending on actual demand, thus getting rid of both idling and over
provisioned resources,
(i) simplification of deployment and austaling, and
(i)  decrease of develomnt times, since developers do not have to manage
infrastructure aspects.
However, as other virtualization paradigms, serverless computing is not without
drawbacks. The time needed for the underlying virtualized environment (usually a
container) to be allcated before running a triggered function is one of the most
constrainingones Other aspects, such as the increase of attack surfaces (vulnerabilities),
potential need of an external state and increased integration testing corfibhexityto
be takennto account as well.

Edge mputing can benefit from some of the aspects provided by serverless paradigm,
although it may not be an optimal choice for some services of the virtualized networking
domain such as packet flow management or firedallsince the required staup
latencies can affect their overall performance. An option to minimize this drawback is to
make use of unikernels as underlying runtime engines, but as aforementioned, this
technology is still immature and most serverless gechires work now with containers.

In any case, serverless computing can be consideredige rfodes for performing
anomaly detection or data processing services. ETSI foresees its utility for 5G mMTC in

34 https://openwhisk.apache.org

35 https://github.com/opetambda/operdambda/blob/master/README.md

36 https://knative.dev

37 https://kubeless.io

38 https:/ffission.io

39 https://www.openfaas.com

40 Kratzke, N. A Brief History of Cloud Application Architectures. ApBti. 2018, 8, 1368.

41 P. Aditya et al., "Will Serverless Computing Revolutionize NFV?," in Proceedings of the IEEE, vol. 107, no. 4,
pp. 667678, April 2019
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MEC deployment®, andthe5G-PPP 5GMEDIA project has adopted this paradigm for
developing VNFs for immersive media, remote and smart media production in
broadcasting and CDN usasesWe remind here an important distinction between Edge
Computing and MEC: Edge Computing is a agpic and MEC is an ETSI standard
architecture.

Typical architectures of VMs, containers and unikernels are depictédgure 12.
Serverless functions would leverageese architectures, transparently to end users,
although in the case of unikernels the provider should bake the function code with the
minimal required OS services and then deploy the resulting unikernel on top of a
hypervisor. It should be mentioned tltipending on the type of hypervisor, they can
work either with or without an underlying host OS.
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Figure 122 Comparison of VMs, containers and unikernels system architectures

220rchestration framewor Kk

Cloud technology is moving towards more distribution across +ololtids and the
inclusion of various devices and heterogeneous infrastructures. Virtualisation as the key
enabling technology of cloud consists in abstracting the infrastructure hardwaneesso

to run multiple independent instances of an application. Different virtualisation
techniques exist today to implement such abstraction: hypervisors, containers and
unikernels, as described in the previous section.

The orchestration framework for VMsontainers and also hybrid platforms are on huge
demandMany Platform as a Service (PaaS) use Docker, some have their own container
foundation for running platform tools and provide orchestration. Three different PaaS
generations can be distinguished:

1 The firstonewas composed ofixed proprietary platforms such as Aztirer
Heroku*,

1 The secondnewasmade ofopensource solutions such as Cloud Fourielor

42 https://lwww.etsi.org/images/files/ETSIWhitePapers/etsi_wp28 _mec_in_5G_FINAL.pdf
43 Microsoft Azure https://azure.micrgoft.com
44 Heroku,https://www.heroku.com

45 Cloud Foundryhttps://www.cloudfoundry.org
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OpensShiftt that allow users to run their own PaaS-@amise or in the cloud).

1 The currenthird generation of PaasS includes platforms like Flynn, and *5uru
which are built on Docker from scratch and are deployable on own servers or on
public laaS clouds.

In the following we introduce the three main orchestration plagéomboth VMs and/or
Containers suitable todgedomain.

221Kubernet es

Over the last few years Kubernefegoted as K8shas become a de facto standard for
container orchestration. An important thing to recognize about Kubernetes is that it is a
very smartintentbased orchestration engine, a fact that is overlooked by the current
standard approach namétianagement and Network Orchestration (MANO), which
treas Kubernetes as Adumbo NFV I nfrastructu
approachistoprovideakber netes VI M that is used by
to interact with Kubernetes. A shddrm advantage of this approach is clear: priogd

a low effort standard way of integrating existing MANO frameworks with Kubernetes.
However, the londermadvantages of this approach are much less clear.

First, insulating developers and operators from Kubernetes Native Infrastructure (KNI)
prevents them from acquiring cloungtive skills and state of mind, which are required to
drive innovation in the tekcom industry. As container transformation unfolds in the
telecom industry, VM based VNFs give way to Container Network Functions (CNFs).
These are a natural fit for Kubernetes based orchestration. In fact, CNFs are the primary
motivation for shifting themanagement and orchestration plane centre of gravity to
Kubernetes itself. However, it should be noted that by virtue of the Custom Resource
Definition (CRD) mechanism, neKubernetes resources can be easily added to the
Kubernetes ecosystem. Thus, a cohénd management plane grounded in Kubernetes
can orchestrate not just containers, but also resources in other NFVIs (VMs and PNFs
alike). At the same time, it is straightforward to reuse legacy orchestration, such as Heat
templates, triggering them froKubernetes.

Second, important Kubernetes projects, such as Kuldedirt poised to disrupt VM
based NFVIs and attract VNF migration to Kubernetes. While currently KubeVirt might
not be a mainstream option @stoday, we are aware about only a handftilarge scale
KubeVirt deployments), this technology should be considered by MANO, because it can
disrupt the approach it follows now. Indeed, a wide adoption of KubeVirt would obviate
Kubernetes as a uniform, portable management and orchestration plane.

Thirdly, treating Kubernetes as just one more NEJes not allow to useery strong
features such as intent driven management that continuously reconciles an observed state
of a service with a desired one (i.e., an intended declared state). A bekteptact
consume this intent management mechanism is via the Operator Pafflis pattern

46 OpenShifthttps://www.openshift.com

47 Flynn, https://flynn.ia Tsuru,https://tsuru.io
48 https://kubernetes.io

49 https://kubevirt.io/

50 https://kubernetes.io/docs/concepts/extknbernetes/operator/
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can be used to develop Kubernetes n&i{gecializedVNFM for network services. That
same pattern can be used to develop G(erénEHM and NFVO.

Finally, MANO today is rather workflow oriented than Operator oriented. While
Operators and workflows are radically different patterns, Kubermetidage workflow
orchestration engines, such as Afgase the operator approach to reconcile an actual
state of a workflow execution with the desired execution state (i.e., the required workflow
steps). Thus, Kubernetes also natively provides workflow capabilities needed in many
practical orchestration sittians where pure reconciliation cycles of the operator pattern
might be too slow.

The CSPsneed to deploy Kubernetes large scalewith hundreds of thousands of
instances at the edge. However, this distributed cloud architecture imposes challenges in
terms of resource management and application orchestration. In this perspective, k3s a
lightweight K8s is put forward by Rancléto address the increasing demand for small,
easy to manage Kubernetes clusters running in rescarerained environments $uc

as edge. It is straightforward to see that k3s will enable the rolling out of new 5G
servicegelying on multtaccess Edge Computing deployments.

As detailed inFigure 13, k3s relies on théollowing Kubernetes components:

- kubeapiserver It acts as the gatekeeper through which all operations are passed to
perform on the cluster. It is responsible for exposing different APt&sdo so, it
maintains RESTful services perform operations, hence allows the configuration
and validation of data related to k3s objects including pods, serviced @t that
the aforementioned objects will be detailed later.

- kubemanager It is responsible for the overall coordinatiorddmealth checking of
the entire cluster. It acts as the conductor and the coordinator which ensures that the
nodes are up and running and the pods are behaving the right way and the desired
state of the configuration is continually maintained

- kubeschedulerlt is responsible for physically scheduling artifacts which could be
containers or pods across multiple nodes. Depending on the specified constraints in
terms of CPU, memory, disk, affinity/anti affinity, etc., the scheduler selects the
approprate nodes that meet the criteria and schedules then the pod appropriately.

- kubelet It is an agent which runs on the node to ensure the monitoring of the pods
which are composed of containers running on the node, restarting them if required to
keep the rplication level. To do so, it watches for pod specs via the Kubernetes API
server.

- kubeproxy. This is a network proxy which runs on the node to ensure TCP, UDP
forwarding. It is used to reach services. Specifically, it reflects the servideirasd
in the Kubernetes API. It refers to the API server to build a bunch of iptables rules
and reference the portal IP.

All these components are bundles into combined processes that are presented as a simple
server and agent model which will facilitdatesir deployment in the edge environment.

51 https://argoproj.github.io/

52 https://rancher.com/
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Figure 13: k3s architecture

2220S M

Open Source MANO (OSM) is an ET8bsted open source community delivering a

productionquality MANO stack for NFV, capable of consuming openly published

information models, available to everyone, suitable for all VNFs, operationally
significant and VIMindependent. OSM is aligned to NFV ISG information models while
providing firsthand feedback based on its implementation expefigpfce

OSM Release&IGHT brings several improvements over previous releases. It allows you
to combine within the same Network Service the flexibility of cloadive applications

with the predictability of traditional virtual and physical network functions (VNFs and
PNFs) and all the required advanced networking required to build compketelecom
servicesOSM Releasé&IGHT is at the forefront of @geand 5G operations technology,
deploying and operating containerized network functions on Kubernetes with a complete
lifecycle management, and automated integration.

In addition, OSMextendsthe SDN framework to support the next generation of SDN
solutions providing higher level primitivesdincreasing the number of available options
for supporting 1/Qintensive apptations. Furthermore, the plugin models for intra and
inter-datacenter SDN have been consolidated, and the management, addition
maintenance of SDN plugins significantly simplified.

OSM ReleaseEIGHT also brings major enhancements designed to imptoyv@verall

user experience and interoperability choices. This includes an improved workflow for
VNF configuration which allows much faster and complex operations, and the support of
additional types of infrastructures, such as Azure and VMware's vCédiplementing

the previously available choices (OpenStheked VIMs, VMware VIO, VMware vCD,
AWS, Fog05 and OpenVIM)lt improvesthe orchestration of diversartualization
environments, including PNFs, a number of different VIMs for VNFs, Kanldernetes

for CNFs.

53 https://osm.etsi.org/docs/usguide/02o0smarchitectureandfunctions.html

54 https://www.etsi.org/technologiegiersourcemano
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2230NAP

Open Network Automation Platform (ONAP) is an ofssurce project hosted by Linux
Foundatio®®, officially launched in 2017, enabling telco networks to become
increasinglymore autonomous. ONAP is capable of providing a real time, pdiiggn

service orchestration and automation, enabling telco operators and application developers
to instantiate and configure network functions. ONAP, through the different releases,
suppors features likea) multi-site and multvendor automation capabilities) service

and resources deployment, provide)gloud network elements and services instantiation

in a dynamic, real time and clostmbp manner for several major telco activitiés.g.

design, deployment and operation of servesedesigrtime andrun-time.

various edge cloud architectures have already emerged from different communities and
potentially can be plugged into the ONAP architecture for semichestration. The
ONAP community analyses the orchestration requirements of services over various edge
clouds and how these requirements impact ONAP components in terms of data collection,
processing, policy management, resource management, control dalgbsirsecurity, as

well as application & network function deployment and control. We invite the reader to
read more detail in this lifR

23Net wor king programmability f

Software Defined Networking (SDN) has been proposed as an alternative apjaroach
manage, operate and design a computer nebvddifferently from the Internet, based

on a decentralized control plane, SDN concentrates the whole control plane within (at
least logically) a single SDN controller. The controller is a softwan@ing on a server

and this allows to identify a single "poiat-programmability” in the whole network. On

the other side, the switches are stateless, natively unable to operate any forwarding
operation and requiring the controllers to populate thenatdtow tables, mapping the
packet headers to the forwarding instructions. The network applications are developed as
standard programming applications providing an unprecedented level of flexibility.
Notably, before the advent of SDN, the network was qudytially programmable,
because the distributed nature of the data plane did not allow a coherent network view of
the network state, which is instead available in an SDN controller.

The SDN controller is also defined as the "Network Operating SystemS)M€cause
of his similar role of a computer operating system: it acts as a middle layer between the
network applications and the network resources (i.e., switches).

The northbound interface of the controller is responsible for the interaction with the
network applications and provides all the programming APIs that can be exploited by the
network developer. The level of abstraction provided by such APIs can be very different,
from very lowlevel details (i.e., describing each single processing and foirvgard
operation of the switch) to a very high level (i.e., describing only what the application
should do, and not how, as in the Int&ased approach). The southbound interface is

55 Open Network Automation Platfornhitps://docs.onap.org/en/elalto/index.html#

56 https://wiki.onap.org/display/DW/Edge+Automation+through+ONAP+Arch.+Task+Ferce+
+Distributed+Management+%280NAP+etc.%29+components

57 Kreutz, Diego, et al. "Softwaréefined networking: A comprehensive survey." Proceedings of the IEEE, 2014
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instead responsible for the interaction with the network switches and sugtiothe
protocols necessary to program the forwarding behaviour of the switch. OpenFlow has
become one reference protocol for the southbound interface, but many other protocols
have been defined as alternative or complementary to OpenFlowngapnf ovsd).

The reference architecture for SDN is typicatlgtwork basedin the sense that the
controller interacts with the switches along the path of a data flow in order to process and
route the traffic correctly. An alternative SDN architectursagce basedin the sense

that the controller interacts only with the source switch (i.e., the first SDN switch along
the path of a flow), which adds, in piggybacking, the route information on the packets.
This information describes how packets should becgssed and switched at each
traversed switch, extending the classical concept of source routing. This-basetck
architecture offers a wide flexibility in programming the network and has been
implemented through the Segment Routing (SR) protdddbtaldy, SR is compatible

with hybrid architectures in which a standard IP network coexists with SDN networks,
since the route information for SDN is encapsulated within standard IP packets, switched
as usual between legacy RBDN switches.

23.1SDN fdgeoH@ptui ng

SDN is a technology that can help bridge the gap when combining Edge Computing and
traditional clouds. For example, SDN can be used to act as a deuial@ar on whether
tasks should be uploaded and processed in the cloud or at the Edge.

SDN controlers can implement advanced traffic engineering schemes, able to cope
autonomously with network impairments (e.g., link congestion, node/link failure). The
adoption of Al enables the operation of "salénaging" networks.

Another dimension of the usage® N i s rel ated to usersod m
the services should migrate frame EDGE to anothen a seamless fashion for the final

user. Migrating services is very challenging, since it requires to migrate the corresponding
VM to a remote servegafter having synchronized the internal state of the corresponding

VMs and rerouted the corresponding traffic to the new server. The complexity of such
migration requires a strict control on the traffic routing, as enabled bySDN

232Data plane prlogiryammab

Data plane programmability is a key technology towards network softwarization,
enabling increased flexibility in networking. It extends the SDN paradigm beyond
OpenFlow, offering full programmability on the packet processing pipeline of network
devices. Furthermore, switches are stateful and can take local decisions, without the
interaction with the SDN controller, with a beneficial effect on the Ilatencies.
Consequently, the design of network protocols/architectures evolves in-cowap
fashion, in vinich NFs are defined in an abstract manner and then enforced to the network
infrastructure. This enables the definition of specific packet processing pipelines tailored

58 RFC 8402

59 Baktir, A. C., Ozgovde, A., & Ersoy, C. , "How can EDGE computing benefit from softdefieed networking:
A survey, use cases, and future directions", IEEE Communications Surveys & Tutorials, 2017
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to network applications (e.g., load balancingband network telemetry, etc.) while
providing highperformance and efficiency. Such applications may be implemented in
softwarebased switches using commodity CPUs or harchaacelerated devices such

as programmable switches, smartNICs, etc. Programming these network elements to
support comfex network functions is achieved by defining finite state machines directly
within the processing pipelifi@or by defining primitives through a domaspecific
language e.g., P4

P#2 is a declarative programming language for programming pretndependent

packet processors. It is a domain specific language with constructs (e.g., headers, parser,
actions, tables, control flows, etc.) optimized for writing packet forwarding functions.
Using P4, developers can program data plane packet pipelines based on a match/action
architecture. They can create custom parsers for new protocol headers, define custom
flow tables, the control flow between the tables, and custom actions. P4 progmns all
developers to uniformly specify packet processing behaviour for a variety of targets
(ASICs, FPGAs, CPUs, NPUs, and GPUs). The execution of a P4 program follows a
simple abstract forwarding model with five distinct phases: parsing, ingress processing,
replication and queuing, egress processing, and deparsing. The behaviour for each of
these phases is defined by the declarations in the P4 program. A state during execution
includes information from packet headers, metadata provided by the device or @bmpute
by the program, and the state kept in counters and registers. While the P4 language is
targetindependent, i.e., it abstracts from the specific hardware characteristics of the target
device, a P4 compiler translates P4 programs into the instructiohtbet lvardware of

the packet processor.

The current specification of the langua@e introduces the conceptf the P4
programmable blocks; it essentially provides the interface to program the target via its set
of P4programmable components, externs dnagd components. Along with the
corresponding P4 compiler, it enables programming the P4 target.

P4Runtime is the control plane interface for controlling forwarding behaviour at
runtime. It is used for populating forwarding tables and manipulating fdimgstate
based on a P4 program and in a hardware agnostic way; the interface stays the same
when your forwarding behaviour or hardware changes.

Programmable traffic management

The centralization of the net woapgidt®nsi nt e
that do not have strict reime requirements and depend on global network state.
However, when the service uses local state information, the same level of flexibility must
be supported at the data plane. Enabling advanced, highly portedziearpmable L3

QoS behaviours at the Edge of the network, in order to support QoS requirements for
MEC-enabled 5G networks, assumes {grained QoS control and standardized access

to additional hardware capabilities.

60 Pontarelli, Salvatore, et al. "FlowBlaze: Stateful pagirocessing in hardware.” , NSDI 2019

61P. Bosshart, D. Daly, G. Gibb, M. Izzard, N. McKeown, J. Rexford, C. Schlesinger, D. Talayco, A. Vahdat, G.
Varghese, and D. Wal ked4 ndéPé4ndBnogpamhengppoocessol s,
Commun.Rev., vol. 44, no. 3, pp. 895, Jul. 2014.

62 https://p4.org/
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Towards that end, making statefutal@lane algorithms programmable, complementing
the programmable forwarding plane solutions, can be beneficial in terms of meeting QoS
requirements (e.g., low latency communications) and enhance network flexibility.
Programmable data plane solutions sushPd and supported architectures, provide an
excellent way to define the packet forwarding behaviour of network devices. However,
most programmable devices still typically have spwogrammable traffic managers.
Towards that end, 5GROWTEf* investigategully programmable and customized data
planes, through the introduction of simple dpl@ne abstractions and primitives beyond
forwarding, enabling optimized traffic management per slice, depending on the
application profile and corresponding Service Lledgreement (SLA).

P4-assisted coordination of VNFs

Advanced network applications are based on stateful VNFs, i.e., an internal state is kept
within the VNF during the traffic operations. Typical examples are traffic classifiers,
traffic shapers, and fivealls. Scaling such network applications for large networks and/or
for high data rate requires to replicate the same VNF into different servers and to
distribute the traffic across all the instances of the VNF. This coordination between VNFs
requires thathe internal state should be shared across the replicas. As a toy example
consider a distributed Deniaf-Service Detection (DoSD) application in which many
replicas of the same VNF are distributed at different ingress routers of a network. The
detectionis based on evaluating the overall traffic entering the network from all edge
routers. This application requires to share the metrics of the local traffic among the VNF
replicas in order to compute the netwavide traffic. A solution to the problem of s¢a
replication would be to implement a standard replication protocol directly in the VNF
(like Paxos, RAFT, etc), but this requires loading the VNF with also this replication
process, which can be quite complex and computation intensive.

An alternative slution is to leverage a stateful data plane, e.g., based on P4. This implies
that the state replication is offloaded from the VNFs to the P4 switches, which take the
responsibility of coordinating the exchange of replication messages between VNFs, with
a keneficial effect on the VNF load and thus on the overall scalability.

In particular, the 5G EVE project is investigating how to implement a publslbscribe
scheme directly on P4 switches, according to which the VNFs can publish the updates on
their internal states and can subscribe on the updates from the other VNFs. This allows to
achieve a state replication which is lightweight for the VNFs and that exploits the high
processing speed of P4 switches.

63D2.1: Initial Design of 5G Entb-End Service Platform, [onlindittp://5growth.eu/wp
content/uploads/2019/11/D2lditial_Design_of 5G_Endo-End_Service_Platform.pdf

64 D2.2: Initialimplementatiorof 5G Endto-End Service Platform, [onlindittp://5growth.eu/wp
content/uploads/2020/05/D2lg@itial_implementation_of 5G_Enrth-End_Service_Platform.pdf

65 https://www.5geve.eu/

Dissemination level: Public Page26/ 96



http://5growth.eu/wp-content/uploads/2019/11/D2.1-Initial_Design_of_5G_End-to-End_Service_Platform.pdf
http://5growth.eu/wp-content/uploads/2019/11/D2.1-Initial_Design_of_5G_End-to-End_Service_Platform.pdf
http://5growth.eu/wp-content/uploads/2020/05/D2.2-Initial_implementation_of_5G_End-to-End_Service_Platform.pdf
http://5growth.eu/wp-content/uploads/2020/05/D2.2-Initial_implementation_of_5G_End-to-End_Service_Platform.pdf
https://www.5g-eve.eu/

5G PPPTechnology Board Edge Computing fobG Networks

24Accel erati oge afthd hdee&d f or Hi
Permance atigehe E

The challenge of achieving deterministic high bandwidth and low latency to support
today 6s &dgeCompditingh wse cases is not trivial. The ability to increase
bandwidth and reduce latency while providing required levels of data processing and
security is extremely valuable at tedgeof the network.

The easiest way to achieve such high performance at the ndidgeds to move the

data processing and forwarding closer to the end users. There is no room for monolithic,
singlefunction ASICGbased appliances to provide the necessary performance, so a
sdution is needed that can take advantage of existing networking equipment while
accelerating the data path.

NFV has proven to be a breakthrouglshnology by performing necessary networking

and security functions in software installed on standard x8@ersein smallEdge
locations, it is possible to gain necessary flexibility and agility atEithge However,

there is a limit to the performance attainable when standard CPUs are running networking
software, and ofteit is requiredeven morespacebecausehe functions are so CRU
intensive that too many cores are burned in the process, necessitating multiple expensive
servers to handle the job. When it comes to very high bandwidth and low latency, CPU
based software networking alonenist a resourceffedive solution

The solution must provide the performance of an ASIC with the agility of software. The
answer is to offload the virtual functions to hardware, providing the necessary
acceleration while maintaining flexibility.
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Figure 14: Up: a standardNIC on an x86 serverDown: a FPGA-based SmartNIC
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In order to enable thedgeComputing infrastructure with high bandwidth, low latency,
and a highly secure data path, we need hardbh@ased acceleration at the netwé&idge

There are various hardware technologies capable of offloading certain network functions,
howevernone accompdih full offload of the data plane as well as fipldgrammable

gate arrays (FPGAS).

241FPGA as a Pl atforamg€ompoectciehegr at e

FPGAs are programmable hardware, which offer the performance of an ASIC with the
flexibility of software. Because of theparallel processing capabilities and their highly
pipelined architecture, FPGAs are optimized to handle -@Réhsive networking and
security functions efficiently. This enables very high bandwidth and better ability to scale
for high throughput applicatics. That is why FPGA SmartNI€sare a key enabling
technology in nexgeneration networks.

FPGA SmartNICs are also very effective in reducing latency and jitter. By using an FPGA
to handle data processing, it is feasible to achieve a latency of a fessedond (us),
because the data path avoids the CPU entirely. Instead, the data is fully offloaded from
the CPU to the FPGA on the NIC. By comparison, when software on a CPU is used for
networking, latency lower than 8IDO ms is considered a very good iagement.

Another important advantage of offloading the data path from CPUs is in the area of
cybersecurity. If the data never needs to reach the CPU, the networking is entirely
separated from the computation. Should the CPU, which is much more vulnirable
breaches than an FPGA, be hacked, the data path (handled by the FPGA) is still protected.
The FPGA also can efficiently handle security functions such as encryption and
decryption, Access Control List (ACL), and firewall, thereby reducing the loathen t
CPU.

Beyond meeting the bandwidth, latency, and security requirements of challenigjag E
Computng implementations, FPGAs also have the benefit of being open, programmable
and configurable hardware, and a perfect complement to commeretiaéaifelf servers

in that they are general purpose and agile. Their full reprogrammability means that they
are utureproof,i.e., hardware does not need to be replaced or upgraded when new
functionalities and features emerge. The FPGA SmartNIC can be reprogrammed as
needed instead of replacing the whole card if the applicadionse casechange.

FPGAbased SmallICs provide unmatched scalability to enable communication service
providers to easily handle large numbers of subscribers and devices at cost without
significantly adding latency and power. This is crucial Ealge Computing, which is
expected to expana tevermore network endpoints as the technology evolves and use
cases become more prominent.

242Di rect Memory Access on FPGA

As the recognition that disaggregation solutions provide a respectable alternative for
service providers and enterprises networks nimaber of appliances that are based on
generalpurpose computing equipment increases. With it, the use of NFV
implementations also increases and is rapidly growing as an enabling engine to all these

66 https://ethernitynet.com/cornerstones/fyaartnicsfor-networkacceleration/
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appliances. Ideally, a preferred solution should betalpeovide all the required features
without compromising on performance and without having cost tradeoffs to achieve these
performing solutions. However, such highd server solutions are very expensive, as
they contain a high number of CPU cores arst aenounts of memory in order to achieve
such performance.

An FPGA that also includes an embedded PCle Direct Memory Access (DMA) engine
allows NFV performance to be boosted by accelerating several virtual software
appliances in the hardware. Two mainhtealogies can best use the DMA capabilities:
SR-I0V and PCI Passthrough. By using these two technologies on a single FPGA board,
the traffic can bypass different server bottlenecks around the hypervisors and gain direct
access through the PCle to many ratking tasks in hardware. If the ability to use
DPDK®” is added to the DMA functionality, it is possible to receive even greater
acceleration and further improvement to the NIC performance. The combined result is a
boost to the performance of multiple val networking functions to the level of that of
dedicated hardware appliances.

A server that incorporates FP@¥ased SmartNICshat are capable of combining DMA
functionality with hardware forwarding offload engin@sovides a highly performing,
costoptimized alternative to a costly server and/or to dedicated hardware appliances. The
FPGA can perform different networking furanis in hardware as if they were in a virtual
software environment. This capability can replace mul¥is, which then reduces the
number of CPU cores and provides the required performance without any cost tradeoff.

243Seamless Virtuali zed Accel erati ot

DPDK APIs are now the dmacto standard for hardware offlodd. DPDK, when a NIC

Is brought up, it lists its capabilities. The DPDK application can then decide whether to
activate the hardware offload or not. If not, the DPDK application continuesrkowiib

no hardware offload, performing all the features through software.

DPDK uses several libraries for hardware offload. The main onestareth and
rte_flowP8. Therte_ethlibrary includes APIs for configuration and reading statistics for
the device itself and for the physical ports. Ttee flowlibrary includes APIs for flow
configuration and statistics. Thte_flowAPIs provide a rich solution that is a good match
for offloading a wide variety of Wtual Network FunctionContainerNetwork Functiors.

The suggested approafdr hardware offloads transparent control flow mode, in which

the FPGA configuration is transparent to the DPDK application. In this mode, the FPGA
is not a separate controlled element. The DPDK application sees a single SmartNIC entity
that combines the Ethernet controller and FPGA. The benefit of this control flow mode is
that the application does not need to write any specific code to use the EBE&ation

and is therefore agnostic to the underlying hardware.

67 Data Plane Development Khttps://www.dpdk.org/
68 https://doc.dpdk.org/guidekd.08/prog_guide/rte_flow.html
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250perationgsigat the E

251From DevOpdg o®OpeDatwi ons

Edge Computing is about placing workloads close to tlig@&wvhere the data and the
actions have been taken. This special domain imegua generalized DevOps
methodology to code, test, deploy, and run the apps.

The objective of DevOps is to break barriers between development and operations teams
in the software engineering and usage stig&his is usually done by assigningrtain

operation tasks to developers and vice versa. However, the whole concept goes much
further and is best summarised as implementing a continuousfarat®nal mode of

working with focus on automation and alignment with the business objectivess thi
commonly represented by a ki figured5f dAi nf i ni

Monitor . ’ Plan

Deploy Code
‘ l

Release Build

Figure 15: DevOps Infinite Loop™

Thisr epresentation suggests the gener al co
automation, which is usually applied to four main stages: integration, delivery,
deployment and monitoring. This has led to the introduction of the following
fundamental concepts:
a) Continuous Integration (Cl): It is a process where developers can integrate their
changes continuously in the code repositories. While they do sdepned test
bateries are automatically executed to find and fix errors in a continuous way.

69Erich F., Amrit C., Daneva M., AA Mapping Study on Co
Operationso, | n: Jedl i M.sMahnista T. Minch JK Raatikginen MP (eds) Pkodubtr ma n n
Focused Software Process Improvement. PROFES 2014. Lecture Notes in Computer Science, vol. 8892. Springer,
Cham, 2014.

070l gnaci o Labrador, Aurora Ramos aadSedicg(MGPaaS)Fmmi ¢, A Ne
DevOpstoDevMor-Oper ati ons o, Whi t ehtpségios.net/wganterst/uploads/2089/00whitei n e :
paper_ari_ NGPaaS.pdf
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This accelerates the software development process by reducing the time to
validate and publish new software updates.

b) Continuous Delivery (CD): It refers to automating the wntj process on the
code repository, CDefers to theautomation on extracting the code from it to
generate readfo-use software packages. CD is commonly used to automatically
produce software releases in a regular way (e.g., daily, we&hby just htting
a button on the CD tool.

c) Continuous Deployment(Cd) It refers to the automation of even the deployment
phase without human intervention. So, changes from developers could be
automatically propagated to the production environment without human
intervention if no errors were detected.

d) Continuous Monitoring (CM) refers to monitoring (see section 6.4.2) performed
along the whole cycle from development to production and operation
environments. The goal is to use real production data for the developnikent a
operations teams. Automation also is applied here: insteaelyafig only on
human responses to alerts or relevant events, autonomous responses to certain
alarm conditions can be implemented.

It is not surprising that telegrade operators are very emeésted in the DevOps
methodology. After all, typical production and operational environments of
telecommunication organisations can be very different from the usual testing
environment, with many adjustments to be done. According to a recent’atéifdleoms
industry is already the biggest adopter of DevOps and seems to be most willing to further
enhance the usage of this methodology. But as digital transformation of the
telecommunication sector is pushing towards softvdaféned communication services,
the fAtraditional 6 DevOps approach is not
development and operation tasks are not just performed by different teams or departments
of a single organization; instead they are spanning multiple vendors whichnadeepg
develop the software (and hardware) resources which are combined together in an
operational environment on the telecom operators' infrastructure. In addition, if we think
about 5G and beyond networks, it is also necessary to consider that thekrestwvbe

split in such a way that different network slices could be isolated and assigned to other
different industries (verticals). The resulting picture is a complex ecosystem with large
network operators working together with a plethora of vendorsentidals to implement

and operate their network services under strict Service Level Agreements (SLA). The
Dev-for-Operations model introduced in the NGPaaS pr&jeonsiders these and other
challenges to help in adapting a Dev@igs philosophy in theontext of the forthcoming

next generation telecommunications industry and is well fitted to the Edge domain, where
many actors should interact.

TheDev-for-Operations model developed in the NGPaaS prdjffetrs and enhances
in several aspecBevOps for instance

71Kahle, J. (2018). Why Are Some Industries So Far Behind on DevGighlight. [online] Highlight: The world
of enterprise IT is changing, fast. Keep up. Availablégs://www.ca.com/en/blebighlight/why-aresome
industriesso-far-behindondevops.htm|Accessed 26 Apr. 2018]

2 http:/Ingpaas.eu/
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aylt should be possible to execute a ve
in order tomake it possibléo iteratively develop and debug the service before
delivering it towards the operatords

b) The Devfor-Operations model should make possible the communication of the
operator insights towards the vendord
enable endors to have a deep understanding of the operational environment, so
t hey can per f or rawearkeion dt eosft ifinogp ef ruantcito no
requirement has a lot of impact in thdgedomain. Unlike the cloud, thedge
can be unstable and evdisconnected by design. There can be many points of
failure in an HEge solution. Building an Hgenative application requires the
ability to be ready to scale back to the cloud at any point. This niesyshould
perform CI/CD processes using test bagteralready integrating the relevant
features of the operational environment.

c) DevOps delivers the application, but Diewv-Operations shoulthake it possible
to deliver a fully realized service including the core application, monitoring and
analytic, as wikas deployment and adaptation capabilities.

d) Like in the regular DevOps approach, there should be also a specific feedback
|l oop to propagate the information fro
environment, but in this case, the feedback shouwédjrate information not only
from the software application itself, but also regarding the associated monitoring
and analytics, as well as the deployment and adaptation indicators.

e) The feedback mechanism takes on a different character widD€yperationsit
should consider the separation between vendor and operator but keeping the
automatic or sermautomatic mechanisms needed to provide the feedback in a
timely manner.

The Dewvfor-Operations model is well suited to develop applications and services in the
Edgewhich is characterized by a few nuances like scaling, types of devices, application
footprint, operating speednd disconnection.

Devops Dev-for-Operations

Service Monitoring Service Management
Agile Developing and Testing
Agile Development and
Testing
Operator aware
Testing
Integration

iopuan —J =t |

juswdojenag

Application

suoleladp

L
@
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o
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Service
life
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Figure 16: DevOps vs Devfor-Operations Workflow
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252Dev Sec Opsdgaé@ampeut i ng

DevSecOps is a set of methods, practiaedfools for accelerating software cycles, from
development to deployment, from business to operational systems in a continuous cycle.
It is integrating security practices within the DevOps process by creatiaguatg as
code with ongoing, flexible collaboration between release engineers and security teams.
The DevSecOps cycle comprises:
1. Design- modelling an application in higlevel abstraction
2. Development translating application models éeployment readoftware
components
3. Testing- validating software components based on required behaviours
4. Deployment distributing software components to computational resources
5. Maintenance and analysigsontinuously monitoring application behaviour and
adapting it® changing environmental conditions.

Security (both at software and system levels) and privacy need to be of utmost importance
all along (1)(5) activities in order to deliver a trustworthy software.

DevSecOps in the dge context is challenging because: (a) design requires tools for
descriling the dynamic behaviour of application componentsdgeenvironments; (b)
development needs to implement quality assured software based on the designed model;
(c) testing requires redime simulation of the application behaviour in the runtime
enviromment of a heterogeneous Fog environment; (d) deployment requires mechanisms
to seamlessly redeploy the software in the Fog at runtime; (e) maintenance and analysis
requires extraction of process logs to provide recommendations for redesigning the
model. Tle transient nature of the environment and the massively distributed geographic
resources make DevSecOps challenging. Additionally, a DevSecOps framework that can
undertake activities, such as automated management, including software adaptivity to
responda the changing environmentould alleviate the burden of managing serverless
functions. Currently, there are no DevSecOps platforms that can manage the activities
from modelling to (re)deployment of a Fog application that is designed via serverless
compuing. A few example platforms are available for the CISuél’>. However, they

do not address adaptivity (provide tools for modelling and enactingsgierties) and

are not designed for serverless environments.

Fog computing envisions a highly dynandperational environment. In this context, to
achieve ideal DevSecOps it is essential to first capture domain specific concepts, such as
target platform features and néumctional software requirements in models to instruct
selfadapting mechanisms. Theoperational data obtained from the runtime using
lightweight monitoring solutions can be used for providing timely recommendations to
users. DevSecOps however needs to be more sophisticated than simply providing the
mechanisms for adapting to changesrbust also ensure trustworthiness by design. This

is extremely challenging given the massive disaggregation of resources along the Cloud

73J. Wettingeret al. "Middlewareoriented Deployment Automation for Cloud Applications.” IEEE Trans. on Cloud
Computing, Vol. 6, Issue 4, pp. 163066, 2016.

74 G. Pallis et al. "DevOps as a Service: Pushing the Boundaries of Microservice Adoption." IEEE Internet
Compting, Vol. 22, Issue 3, 2018, pp.-63.

75N. Ferry et al-Drivefi @dnagenteM &6f Mul®loaded Appl i cations. o ACM Tr
Internet Technology, Vol. 18, No. 2, pp. 14:6:24, 2018.
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Edgecontinuum and the consequent distribution of data that needs to be managed from
privacy breaches arising from unmtad and unforeseen data affinities.

253Monitoring

Observability and analysis, consisting of monitoring, logging and tracing, are crucial
requirements of any service deployment, and particularly for VANFs

In this section weelaborate orhow these requirements apply to the network functions
that reside atthedgeof t he net wor k. But before we e
each of these capabilities is and why they are critical for DevOps.

In general, observability involves gathegidata about the operation of services, typically
referred to as #Atel emetryo. Modern servi
have observability systems in place that gather three types of telemetry:

Metrics: Timeseries data that typically mease t he f our fgol de

monitoring: latency, traffic, errors, and saturation. Analysis is done in monitoring
dashboards that summarize these metrics, providing aggregations, slicing & dicing,
statistical analysis, outlier detection and alertingatilfiies. DevOps depends on
these metrics to understand the performance, throughput, reliability and scale of the
services. They also monitor Service Level Indicators (SLIs) to detect any deviations
from Service Level Objectives (SLOs), ideally beforeytlead to SLA violations.

Logs: As traffic flows into a service, this is the capability to generate a full record of
each request, including source and destination metadata. This information enables
DevOps to audit service behaviour down to the individdealice instance level.
Analysis is typically done via search Uls that filter logs based on queries and patterns,
indispensable for troubleshooting and root cause analysis of operational issues.
Traces: Timestamped records about the handlingefqu e st s, or dndcal
instances. As a result of the decomposition of network services into many VNFs and
of monoliths into numerous micigervices, and the creation of service chains/meshes
that route calls between them, modern service infretstress offer distributed tracing
capabilities. They generate trace spans for each service, providing DevOps with
detailed visibility of call flows and service dependencies within a chain/mesh.

On the surface, the approaches towards delivering the obsigy\apabilities have been
quite different between the NFV and Cloud Native Computing Foundation (CNCF)
Afecosystemso. Before the softwarization
own monitoring, logging and tracing functions, ideally througle facto) standard
protocols (SNMP, syslog, IPFIX/NetFlow, etc.). Moreover, specialized network
appliances, such as Probes, DPIs and Application Delivery Controllers (ADCs) offered
more advanced network visibility capabilities, in terms of gathering dhestywork
telemetry, both irband (inline) or oubf-band (via pormirroring).

When PNFs transformed into VNFs, deployed as VMs, they have started to leverage the
telemetry capabilities of initially the VIM and subsequently of the NFVO/MANO stack
of choiee. This resulted into a proliferation of relevant projects:

76 https://5gppp.eu/wpcontent/uploads/2019/09/5GPEBftwareNetwork-WG-White-Paper2019_FINAL.pdf
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OpenStack: The set of projects under OpenStack Telemetry, with Ceilometer being
the one most widely adoptéd

OPNFV: The Barometét and VES?® projects.

OSM: The OSM MON module andespective Performance Management
capabilities®.

ONAP: The Data Collection Analytics and Events (DCAE) pré&ject

On the deep network visibility front, there have been efforts to enable network monitoring
in a programmable fashi&h(see2.3.2 and ongoing standardization activities under
IETFSS,

On the CNCEF side, there is a separate set of projects under the Observability & Analysis
section of thdandscap®, with Prometheds, fluentd® and Jaegéf as the graduated
monitoring, logging and tracing projects correspondingly, with
OpenMetrics/OpenTelemetry aiming to establish open standards and protocols. The open
APM ecosystem is even broadér

However, as mentioned earlier in this white paper, 5G service implementations are
adopting clouehative approaches. We expect that service infrastructures/frameworks
will thus be enhanced with capabilities that offer observability as shared basic functions.

In addition, the specialized appliances we mentioned e.g., ADCs, which have since
embraced or reinforced their softwarization, virtualization & cloudification, will be
enhanced with capabilities that better position them in a hybrid-olatid world of
cloud-native applications and services.

The enhancements towards cloud native and PaaS are discussedIiRADRSt°, where

the concept of VNF common and dedicated services has been introduced. These VNFs
are instantiated inside the PaaS and expose capabilities that are consumed by the network
services (composed by consumer VNFs) that run over the PaaS:

T VNF Common Serice: common services or functions for multiple consumers.
Instantiated independently of any consumer.

77 https://wiki.openstack.org/wiki/Teteetry

78 https://wiki.opnfv.org/display/fastpath/Barometer+Home

79 https://wiki.opnfv.org/display/ves/VES+Home

80 https://osm.etsi.org/wikipub/index.php/OSM_Performance_Management

81 https://wiki.onap.org/display/DW/Data+Collection+Analytics+and+Events+Project
82 https://p4.org/p4/inbandetworktelemetry/

83 https://datatracker.ietf.org/doc/dradtf-opsawgntf/

84 https://landscape.cncf.io/category=observabgibdanalysis

85 https://promethus.io

86 https://www.fluentd.org

87 https://www.jaegertracing.io

88 https://openapm.io/landscape

89 https://www.etsi.org/delivéetsi_gr/NFVIFA/001_099/029/03.03.01_60/gr_NA¥A029v030301p.pdf

Dissemination level: Public Page35/ 96



https://wiki.openstack.org/wiki/Telemetry
https://wiki.opnfv.org/display/fastpath/Barometer+Home
https://wiki.opnfv.org/display/ves/VES+Home
https://osm.etsi.org/wikipub/index.php/OSM_Performance_Management
https://wiki.onap.org/display/DW/Data+Collection+Analytics+and+Events+Project
https://p4.org/p4/inband-network-telemetry/
https://datatracker.ietf.org/doc/draft-ietf-opsawg-ntf/
https://landscape.cncf.io/category=observability-and-analysis
https://prometheus.io/
https://www.fluentd.org/
https://www.jaegertracing.io/
https://openapm.io/landscape

5G PPPTechnology Board Edge Computing fobG Networks

1 VNF Dedicated Service: required by a limited set of consumers with a specific scope.
Instantiated dependently of their consumers (when required by angensand destroyed
when no relation exists with any consuffier

Worth highlighting is the fact that a fidg
specific example of a VNF Common Service. We anticipate that this trend will expand to
cover all observdlity & analysis capabilities we covered. And due to the adoption of
Kubernetes as the service orchestration framework, the implementation will be most
probably based on the technologies/projects in the relevant area of the CNCF landscape.

For example, OR EDGE Cloud* platforms, i.e. Aether, CORD & XOS, have already
adopted the pattern of offering logging and monitoring as platform rs&mdces,
leveraging projects from the CNCF observability and open APM ecosystems (Kafka,
Prometheus/Grafana and ELKB&Nna).

This trend is strengthened further by the approach pursued by the Hyperscalers to expand
their cloud services into tHedgeof the network. AWS Outposts, Azure Stack, Google
Anthos, IBM Cloud Satellite (will) all offer Kubernetes on tkege Thereis some
fragmentation in how observability is implemented by each cloud provider, because of
the different cloud services that support the monitoring aspects (AWS CloudWatch,
Azure Monitor and Google Stackdriver). But ISfies acting as a unifying service mesh
technology, since it implements the observability functions in a common way, without
additional burden on the service developers. We will have to see if/how the service mesh
expands to th&dgeofferings of the Hypersders.

In terms of how these capabilities will be implementededgeinfrastructure of smaller
footprint: In scenarios wheredgeresources are too limited to justify a fbllown K8s
installation, K382 and KubeEDGE* are emerging as alternative options

Similarly, early stage & fragmented are the monitoring features of serverless frameworks.
Most of them provide or support eventing frameworks as standard, that can be used for
building metrics and telemetry capabilities. But the approaches and toott eoenmon.

As cloudnative andedgeenabled service deployments and implementations become a
reality, the next challenge to be addressed is analysing the huge volumes of telemetry
generated and the need for huanaithe-loop operations that increased {and costs).

The evolution of monitoring and APM to the direction of introducing more automation
and intelligence through ML/ AI technique
integration of ONAP DCAE with Linux Foundation Acumos °Alis exactly a
development in that direction. MonB56&introduces Monitoring System, Analytics
Engine and Decision Engine elements as common functions, combined with ML/AI

90 https://5gppp.eu/wpcontent/uploads/2020/02/5BPRSN-WG-5G-and-Cloud-Native.pdf
91 https://www.opennetworking.org/offDGE-cloud-platforms/

92 https:/listio.io

93 https://k3s.io

94 https://kubeEDGE.io/

95 https://www.acumos.org

96 www.monb5g.eu
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techniques for datdriven decision making, to automate the management, orchestration
and optimizatio of massive numbers of services divided across massive numbers of
slices and deployed on RAEdgeand Cloud POPs in beyoris networks

33Edge Computing and Securit

3.1Key security threats induced

Edge computingangesfrom single vertical 5G cabinetin application to small muki
tenant cloud processing sheltered urtiidge computingrecostoptimized to fulfil the
tailored locaheeds (computing, storage, throughput and latency). The cost driver impacts
the software deployment solutions. Fufledged VM (i.e., bearing integral OS)
deployments offering the flexibility neededl core network processing coudd viewed

as too costly foedge computing.

Edge computing inherits its paradigm and key technical building kbloitom
virtualization and clouehative processing. When deployed for 5G networking, edge
computers will be one more computing resource over the network, able to receive
certified payloads (VNF or CNF) from the orchestrator, check their validity runneng th
security procedure and execute the code. It implicitly also inherits the security threats
brought by virtualisation and containerization with a special emphasis however where it
differs from core network computing. Edge computing are typically processsuated
cabinets closed to users. Small processing units cannot compete with stringent security
policy rules and standards of a single site massive processing delivereck metworks
infra operatorsNevertheless, whewerticals such as autonomouars rely on cabinet
hosed edgesecurity is a major concern at the Edge too. It is impottargassert on
which flank Edge Computing is or could be more vulnerable on possible attacks which
are more likely to occur. Looking at a high level, the maiusgcneeds can be defined
as:

i) Protecting a payload (container or VM) from the application inside it

ii) Inter payload (container or VM) protection

i) Protecting the host from a payload (container or VM)

iv) Protecting the payload (container or VM) against the fakst, introspection)

Simply said, the attack path may originate from the container or the VM and is directed
to the host (with an intent to brake isolation barrier of a targeted VM or container) or
reversely be initiated at the host with full introspestimean to access to one VM or
container memory space. The former threat is remediated by VM or consailadion
techniqueswhich act at several levels (i.e., limiting the types of interactgyssem calls

with the host, memory segregation into paylaswolated partitions, payload resource
consumption control). For the latter (e.g., introspection), the remediation comes with the
concept oftrusted executionand the associated technologies (e.g, Intel SGX enclave)
that makes certain that even a malicibost OS or operator cannot tamper or inspect any
managed payload memory space.
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32Security of the MEC infrastru

As defined inthe ETSI MEC 003 standa?d the MEC reference architecture consists of
different functional elements, the infrastructurewiich should be secured at every level
according to best practices for similar AdiEC-specific technologiegs described here
below.

The MEC platform manager has privileged access to alhtmeagedVEC hosts where

MEC applications are running, therefore should be protected against unauthorized access
using best practices of access control, e.g. least privilege principle, separation of duties,
RBAC/ABAC policy enforcement, to name a few. In particullhe MEC platform
manager should strongly authenticate requests (e.g. with X.509 certificate) on its
management interfaces (Mm2/Mm3), to verify they originate from an authorized MEC
orchestrator or OSS. Similarly, the underlying VIM, which manages ttealization
infrastructure of the MEC hosts (where the data plane runs), should strongly authenticate
requests on its management interfaces (Mm4/Mm6) as coming from an authorized MEC
platform manager if not in the same trust domain (e.gocated), or a authorized MEC
orchestrator.

The MEC hosts must be secured according to best practices of server security and
virtualization infrastructure security.

1 NFV recommendations: for MEC systems based on the NFV architecture and
running sensitive workloads, tHeTSI NFV-SEC 003 specificatidi defines
specific security requirements for isolation of such workloads (e.g. security
functions) from norsensitive ones and describes different technologies to
enhance the security of the host system (e.g. MEC host)simghard: system
hardening techniques, systdavel authentication and access control, physical
controls, communications security, software integrity protection, Trusted
Execution Environments, Hardware Security Modules, etc.

1 MEC-specific recommendationMEC platform should strongly authenticate
requests on its Mm5 interface as coming from an authorized MEC platform
manager. Similarly, the Virtualisation infrastructure should strongly authenticate
requests on its Mm?7 interface to make sure each oneaidarequest from an
authorized VIM. Furthermore, inside the MEC host, both isolations of resources
and data must be guaranteed between the MEC apps, since they may belong to
different tenants, users, or network slices in 5G context. In particular, the MEC
platform is shared by the various MEC apps and therefore must usgdined
access control mechanisms to guarantee such isolations, i.e. let a given MEC app
access only the services and information they have been authorized to.

At the MEC system levelthe MEC orchestrator is not only critical because it has
privileged access to the MEC platform manager and VIM, but also because it is
particularly exposed to engkser devices via the User apielCycle Managemenproxy.
Indeed, this proxy allows deviegplications to create and terminate (and possibly more)
user applications in the MEC system, via the MEC orchestrator.

97ETSI GS MEC 003 v2.1.1 (Framework and reference architecture)
98ETSI GS NFVSEC 012 v3.1.1 (Systemchitecture specification for execution of sensitive NFV components)
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321MEC specific threats

In section 5.4 ofi recent docume?ft ENISA has identified specific threats to the MEC
that should baddressed:

1. False or rogue MEC gatewayhis concerns MEC systems deployed fully or
partially on the endiser side, e.ginside residential gateways or smart connected
devices, that become more and more open, therefore more exposed to malicious
users dephging their own MEC software or device and acting ddam in the
Middle (MitM).

2. Edge node overloadtertain user applications (typically mobile ones) and/or loT
devices may flood one or more MEC nodes with traffic, resulting in a Defiial
Service(DoS)for other connected users or devices.

3. Abuse of edge open APMIEC uses open APImainly to provide support for
federated services and interactions with different providers and content creators
Such API openness can be easily abused without proper secuntitgls in place,
resulting in DoS, MitM, unauthorized a

Besides the threats identified by ENISA, the ETSI MEC 002 specifi¢tioas stated a
few security requirements in section 8.1:

1 [Security01] The MEC system shallr@vide a secure environment for running
services for the following actors: the user, the network operator, theptuitgl
application provider, the application developer, the content provider, and the
platform vendor.

1 [Security02] The MEC platform shathnly provide a MEC application with the
information for which the application is authorized.

322E2E slice security in the context

As part of 5G networ ks, MEC systems shoul
originally in the NGMN 5G White Papéf* and expanded ever since by the various 5G
standardisation organisations. Indeed, especially regarding security, it is critical to
include MEC in the network slicing in order to m&R&E security requirements from
verticals. On the one hand, MEC support for network slicing has been addressed in NFV
domain by ETSI MEC 024 specificati®B On the other hand, ETSI NFSEC 013
specificatinn'®®also defines a higlevel policy-driven security management architecture

for NVF infrastructures, that could apply to Nl&sed MEC, and therefore bring E2E

slice security to the MEC.

33New trends i n virtuali zati on

For the reason exposed akowe will consider container based andikerné-based
virtualization schemes only, viewed as two possible path&dge Computing future.

99 https://www.enisa.europa.eu/publications/esils@atlandscapdor-5g-networks

100ETSI GS MEC 002 v2.1.1 (Phase 2 : Use cases and requirements)

101NGMN Alliance: "5G White Paper", February 2015

102ETSI GR MEC 024 v2.1.1 (Support for network slicing)

103ETSI GS NFVSEC 013 V3.1.1 (Security management and monitoring specification)
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Both meet the cost effectiveness needed at the Hilgee are two emerging competing
techniques dealing with botbecurity, limited storage requirement and instant payload
startup. They are lightweight hardwalevel virtualization (aka, lightweight virtual
machine), embarking @tbare minimal guest kernel on the one hand, and on the other
hand, operating system ldveirtualization (aka, containers). Both technologies are
backed by intense research and industrial deployment by IT leaders (Intel, IBM, Amazon,
Google) resulting from internal developments and first running deployments. Amazon
and Google are already erjilng these technologiesn their running operationtor
improving the security, running costs and quality of service.

Therelative strengths on the two techniqueare accepted as followgMs bring higher
process isolation and deployment flexibilitytkat higher memory costs (i.e., replication
of different featureaich guest operating systems in each VM) and are much slower to

start. Designing a | i ght waecrgckel is simedtatu al i z

maintaining the security advantage whilgrsficantly thinningout the abovenentioned
known drawbacks and somehow losing the flexibility advantage too as the guest OS is
reduced, optimized and unique.

Valuated as less secure, containers last improveraae aimed at enhancing security
and praess isolation to bridge the security gap from what virtualization offers. Linux
container isolation has been significantly improved in the recent past with new
frameworks (see below), instantiating same core Linux OS container security enablers
(cgroupshamespaces, seccomp, ¢€).

For an interested reader on this subject, therdoaneinitiativesthat are likely to pave

the way forthefuture of EdgeComputing) virtualization: IBM Nabla containers, Google
gVisorcont ai ner s, Amazonods Firecracker [
lightweight VMs.

| BM6 s r elanes Bottdméey had reached an atypical conclusion (versus the
commonly accepted opinion) by discerning from his research that containers are more
secued thanvMs. Simply said, he estimates the number of lines of kernel code (with a
linear relationship with the number of possible vulnerabilities resident there) that interacts
with the payload. The container engine (a kernel module that interacts hibmt@iners)
exposes less code than a VM hypervisor added with the full OS code resident in each
VM. An extra benefit is viewed that if the container engine has been found vulnerable, its
replacement directly benefits to all supported containers witleoutinng any changes

on containers. This opposes to a failed VM hypervisor which entails the replacement of
all guest OS in the majority of the cases. This quantitative approach has its merits to shed
light on the kernel code potential vulnerabilities ahd much higher size of virtual
machine kernel code. However, a complementary qualitative approach would be
beneficial to evaluate the security gains brought by hardbased Intel Virtual
Technology (or equivalent at AMD) as well as the gains brougtiidparrier erected by

the guest OS (d0f¥Ms), creating a wallegjarden for the attacker.

Containers isolation techniques

Containerization is also known as Q@ftualization technology. It involved software
layer creates several isolated spaces over iog&esOS, the host OS. No guest OS are
therefore deployed. Each container (application and its dependencies) interacts with a
unique container engine. Each start of a container is prompt with no time to load and
launch such (inexistent) guest OS as fdi\ environment.
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Container isolation is based on the virtualization as defined above and alternatively or in
conjunction with kernel security functions.

Isolation through userspace kernel Isolation through lightweight Isolation through lightweight
MicroVMs MicroVMswrapping the container

CONTAINER
MicrovM MicrovM
[ ¥ Userspacekernel |

Host Kernel Host Kernel Host Kernel

Figure 17: Comparison of Container isolation approaches

1 Isolation by virtualization and optimization: To reduce the performance and memory
resource heavy burden of virtualization, containers vendors design lightweight virtual
machine OS, as originally designed by the unikernel concept and its bare minimal OS.
The OS functional reduction entails possible conflicts with unavailable kernel
functions required for the application or its dependencies.

1 Isolation by Linux Kernel modules: In the Linux world, the latter are based on LXC
(Linux Containers) kernel modudeto allow the creation and running of multiple
isolated Linux virtual environments on a single host. Container isolation is defined by
leveraging cgroups and namespaced XC security features which respectively
allocate resource consumption ceiling andwss user spac€groupscontrols and
monitors system resource as CPU, memory and network according to a user defined
policy whilenamespacattributes specific user id, process id, filesystem and network
stack to a containeNamespacéeature and moreemerally container do not rely on
processoibased virtualization technology (e.g. Intel V). complement to LXC
feature, another security step is taken by leveraging seebpfipnux feature which
sandboxes a process in a system call restricted zoiogieftier, these features isolate
both the container into its own exclusive memory space, limit its resource
consumption and controls each container interaction with the host.

Short survey of lightweight VM and secure container solutions.

IBM Nabl a and Goagtiwesinmslar gpnainerdechnologies, offered for
enhanced container security. Both adds a userspace kernel code to sandbox the container
system calls (seccomp functionality). This code is capable to handle most of the system
cdls inside the container so that the pending system calls to the OS are limited in type
and quantity. Both technologies need their specific runtime module (runnc and runsc
respectively) to be installed on the machine.

Amazon Firecracker and OpenStack fodna t i o n ar@ swo &nailarightweight

VM technologies, delivering featurestricted agile guest OS for instant stgstand low
footprint. They are both developed in different language for security reasons and can also
be considered for direct appdittons or containerized applications. Both are derived or
directly using KVM hypervisor and leverage Intel VT hardware virtualization
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technology.With the emergence of lightweight VM, containerization is possible. The
microVM is delivered with the interfacwith the container.

34l ntegrity and remote attestat

Remote attestation is a technique that has gain momentum in Telco NFV environment
because it generates trust and liability for the NFVI and VNFs. Indeed, this technology
has been standardized by ET8FV-SEC group as a clear statement of intentions to be
adoptedRemote attestation involves the use of the above mentioned TPM, and it extends
the chain of trust outside of the execution platform to involve a trusted third party, who
verifies that the contions are still valid Figure18 shows the general concept, where the
ATrust assessoro i s in possession of a seée
are nothing else than PCR registers store
veri fiero tr i gdgoetocheckthedntegrityara trust ofahte plaferm and
upper layers (hypervisor and VNFs). This is as simple as request an integrity

measur ement report to the ftarget pl atfor

golden values. This application retacattestation is possible thanks to the extensions
defined by I ntegrity Measurement Architec
will lose the trust in the platform and software. Who has the rafleRfe mot e ver i f i
the NFV ecosystem isuitiple, from the NFVI provider to the tenant of the VNFs, to the
Network Service provider, supporting multiples attestation?

Target Platform

Attestation Remote
Agent Verifier Integrity
Integrity Verification

Measurement
= Result

"R)ot of Trust for
Reporting (RTR)

Virtual
Machine

Attestatio

Remote
Hypervisor Verifier
Compute Node m

Figure 18 Remote attestation for NFVI and VNFs.

3GPPP adoption of the Service Bagehitecture (SBA) and the microservices approach

for 5G networks, has generated a lot of attraction in the Containers technology, i.e.
dockers, mainly by its efficiency in resources demand and instantiation deployment.
Precisely, the security exposure ftbrs light virtualization technology, that share kernel
functions, demands technologies to provide trust. There are already initiatives in progress
to extend the remote attestation to the containers technology to address this lack of trust
problems.One d the most attractive aspects for Remote attestation technology is that
being based on TPM standard (currently in version 2) lead by Trust Computing Group,
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and not dependent on proprietary implementations, such as intel SGX Enclave or AMD
trust Zones.

Software and Hardware basedattestation. The difference

1 Software solution can bring authentication service. Before starting a process, a call is
made to a verification routine which produces the hash and decrypts the signature
(associated with the code packagnd compares them. A tampered code will not
launch or at the cost of strapping the authentication routine. It is a first layer of
security.

1 TPM based authentication prevents such tampering and in addition creates a secure
communication channel to delivesafely at a remote place (at the security
management location) the unalterable evidence (using Biffianan asymmetric
encryption based protocol) that the code is original. TPM based attestation delivers
more security locally and a remote evidenceaafeccorrectness.

35Remedi ation to introspection
execution environments

The Trusted Execution Environment (TEE) concept is a vast and highly documented
subject. |t rooted in Kkernel process iS¢
hardwarebased processor enabled techniques in the last decade. It actually @lséifees
execuion environmentbringing both confidentiality and integrity to code and data, in
any opened and exposed standard IT execution envirormmérgspecially distant cloud
operation With hardwarebased TEE, analicious operator with root access on Huge
processing machine cannot reach the memory map of what is processe@dberand
data are fully secured.

If TEE are strong security enaldéo considerthere are strong operatior@istacles to
put them in practice These relate to the performance awead, effort to setup,
compilation requirement and access to source level code chgssmportantly, TEE
technologiesire not compatible one with each othe¥ EE-enabledsoftwaredeployment
must be carefully dongon targeted processors onlyjitd TEE-enabled VNF will not
run on one AMD board (TEE enabled or not).

TEE

Trusted Applications
Trusted Kernel

Separation Kernel

Root of Trust

Figure 19: Trusted Execution Environment

Each processor vendor has its own definition with some overlaps on a restricted functional
area from one solution to another.
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When considering the SDNFV (and 5G core network ariddge Computing, Intel
SGX!%and SMESEW are the two first TEES to coiger, as brought to standard X86
architecture processors, capturing the entirety or a very large share (at the time of writing)
of the cloud blade market. In its view of comparison of SGX and SEV, The Wayne State
University'® and their presentation at HASBPune 20187 reflected the two diverging
approaches which relyn two opposing architectural designsintel SGX is depicted a
means to secure small payload which must be preferably be an extraction of a reduced
part of a larger code, whereas SEV ibasic VM encryption with no code extraction
selection to be made. Mareer,| nt el 6 s SGX i nt er-8whilsaSEWi t h
operates on rin. When SGX imposes code changes (typically to remove all system
calls) and a new compilation worked outtb ugh | nt el 6s SGX wuser
transparent to the payload/hen reading these elements, it is difficult to get more
diverging techniques. In all respects (required code changes, size of the Trusted
Computing Basis from a securiggnsitive funtion or a complete VM with its operating
system, offered security guaranties), SGX and SEV differ.

Current trend related to TEE: Vendor-agnostic and easier workflow frameworks

As one cannot foresee any technical convergence of SGX andeSEMologiesonly a
software abstraction layer (exposing common APIs to exploit both technologies) can
bridge them. Software vendors and academics, as well as industry working group (Trusted
Computing Group) had developed frameworks. As f\ssgioandOpenEnclaveabstact

the TEE to remove dependency from the hardwEnese frameworks are certainly to be
considered as they break the two SGKV separation, making it possible for a developer

to reach a TEE execution in situation where she does not control which sqidaresksor

Is on the execution machine as it is the case fep@mises execution (cloud). As at the

end of the day, the framework activates diverging technologies (offering different
guaranties), a question remains if this valuable workflow facilityoisadulterated with

either a security loss or a performance loss, as one can foresee with any abstraction extra
layer looking for the best of several underlying (diverging) techniques.

Because Intel SGX enclave implementation is relatively complex (and relatively scaring
for a wildcard developer with no special expertise on security), several frameworks
emerged asPanoply Sconeand SGXLKL. These frameworks simplify the setup
workflow, all sharing the same design idea of placing a micro kernel inside the SGX
enclave to limit and control all interactions with the external world. This is motivated to
shrink all developer work related to system calls as they are not permitted inside the TEE
They also remove the burden of selecting the correct section of code as the complete
application is placed. However, the overhead impact is of at least 30%. On a pure security
point of view, these framewor ks dnallest at e
TCB (i.e., the code inside the TEE), as they not only insert a completzucimed
application but associated with an external miceonel. They expose a large flank to
vulnerability exploitations.

104 https://www.intel.com/content/www/us/en/architectared technology/softwarguardextensions.html
105 https://developer.amd.com/sev/

106 https://caslab.csl.yale.edu/workshops/hasp2018/HASP18ci@d_slides.pdf

107 http://webpages.eng.wayne.edu/~fy8421/papmsevhaspl8. pdf
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36Concl usinomwsxecurity

As a conclusion, we wddi like to stress the following points:

1 Edge Computing security covers the same threats as core computing. However,
the platforms are generally not offering the same security rich features and
security policy and procedures. Edge Computing is more vulleetgtically on
local introspection attacks.

9 Virtualization technique domain is buoyant with a many competing emerging
technologies for hardening containers and VMs, solving the equation of isolation
versus overhead. Edge Computing will adopt one or akwdr these new
technologies.

1 Introspection attacks can be remediated by use of trusted execution, another active
research domain, seeking for the best association of easy workflow (before
compilation and at deployment), low overhead and security.

1 Last, nme of the previously stated security measures stop vulnerabilities (if
present) to be possibly exploited. In particular, a vulnerable software inside a
trusted execution environment is still as vulnerable (and its malicious execution
hidden by effect of t trusted execution environment). All classical software
verification and bug correction procedures apply for edge computing as for any
other domain.
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4.The Battle for the Edge
41Edge Computing Ecosystem

The EdgeComputing ecosystem involves a considesgad@t of stakeholders that either
directly participate in or indirectly affect the provisioningkEdge Computingenabled
services towards the vertical customers. Leveraging on the general 5G actor role model
introduced bythe 5G-VINNI project'®® in line with 3GPP actor role mod&i, we
investigate the relationships and interactions among the different attensit comes to
service offerings that either invohEdge Computing services as part of a broaB@E
service or focus only on tHedge In our analysis, we consider that the service offering
towards the vertical customer is BAE network slice instancgf strict resourceffering
andisolation is required, aka NSaaS), when this is not the case, the service offering is

a Logical Network as a Service (LNaaS) that includes MEC features. For the following
discussion we do not go intlkedetailsof this difference and we use the notion of LNaaS

in what follows when not otherwise indicated

Before describing the actor role model, it is important to highlight some fundamental
businessnodellingconcepts:

1 ) stakeholderis a party that holds an interest in the Edge Computing and in the
5G and beyond ecosystem.

1 An actor is a party that consumes services or contributes to the service
provisioning.

1 Anactor role is a specific weldefined function performed by an actor. An actor
may perform multiple actor roles, while and actor role can be adopted by several
actors.

1 A business relationshipis an association or interaction between two actor roles.

Figure 20 presents the main actor roles involvedbBtge Computingenabled services
provisimi n g . The actor roles (blue rectangl e
(dotted rectangles) of several colors, while the potential business relationships are
identified with blue arrows. Solid arrows reflect the money flow, while open arrows the
sewice flow.

1085GVI NNI report D5.1 fAEcosystem analysis and specificati

1093GPP TR 28.801. Telecommunications management; Study on management and orchestration of network slicing
for next generation networks.
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Figure 20: Actor Role Model for the Edge Computing Ecosystem

Theactor roles are:

1 Vertical Service Customer (VSC) who represents a vertical company,
organization or user that acquires the requoethmunication and application
services in order to support a qualified set of UE. In the most common scenario
this role is adopted by an SME (Small to Medium Enterprise) doing business on
a specific vertical sector, a large service provider that offeiseoapplication
services, or even an enger.

=a

Communication Service Provider (CSP)who offers communications services

to VSCs through own/leased/brokered network. This role is often taken by a
Telecommunications Network OperatorarMNO. A CSP takes advantage of
network slicing and NSaaS or LNaaS concepts to offer communication service
that can be either: (i) B2C, e,gnobiledata, voice and messaging, (ii) B2B, e.g.
an URLLC network slice instance connecting a factory with a remote operations
centre, or (iii) B2B2X, e.groaming, RAN sharing, etc.

1 Digital Service Provider (DSP),who offers online application/services to VSCs
that usually require to be deployed on tédge and consume computational
resources. These application/services are specific to vertical industries, such as
transportation, entertainment, eHealth, public saédty,For example, a company
offering a reattime video analysis service that utlises Al techniques for
identifying public safety incidents would fall into this category. In the example
above the/SC would be a Public Safety organizatiang., apolice department
Similarly, to communication services, application services can be B2C, B2B or
B2B2X.
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1 Service Aggregator (SA) or System Integrator, who bundles several
communication and application services and sells these to VSCs. For instance, an
OTT Service Provider that integrates communication services (e.g., mMTC
network slices in order to connect a large set of 10T sensors) and application
services for analysing data collected apskellsthe whole as an integrated, value
added service. This actmle materializes the concepts of (Edge clqudjform
ecosystenmandone-stop-shopsince the VSC has a single contact point to acquire
a valueadded service that may (transparently) involve the contribution of multiple
actors of lower levels.

1 Customer Sipport Provider, who offers technical, behavioural, economic, and
legal consultancy services to VSCs or DSPs, as a facilitator for the faster adoption
of 5G technologies and services.

1 Network Operator, who designs, builds and operates a network for offering
Layer 2 or Layer 3 network services, and can be further classified into Access,
Transport, Core or Backbone Network Operator. A Network Operator provide
services to CSPs in the form of network slice instances, and may expose
functionalities related to maworing, control and management, etc., towards
external entities through APIs. A Network Operator may bundle its own services
with virtualization infrastructure services offered by VISPs (below), in order to
provision valueadded services.

1 Interconnection Broker, who has agreements with multiple Network Operators
and combine network slice instances from different Network Operators to build
and operat&2E network slices. Network Operators are well positioned to take
this role, nevertheless, independentdtparties running BSS/OSS functionality
can adopt this role as well.

9 Virtualization Infrastructure Service Provider (VISP), who provides
virtualized infrastructure services, by utilizing the physical infrastructure offered
by the Infrastructure Operatorsich Aggregators. A VISP designs, builds and
operates its virtualization infrastructure(s), and offers its virtualized infrastructure
services to other actor roles, such as Network Operators or CSPs. A VISP may
offer virtualization infrastructure services nging from multipurpose
VMs/Containers to complete virtualized infrastructure management solutions on
compute, storage, network, 10T, etc.

9 Virtualization Infrastructure Aggregator (VIA), who aggregates virtualized
infrastructure services fromultiple VISPs.

1 Infrastructure Operator, who maintains physical infrastructure that includes
Computing, Storage, Networking or 10T resources. This infrastructure can be at a
local, regional or global level.

1 Infrastructure Aggregator, who aggregatesphysical infrastructure and
associated services from multiple Infrastructure Operators to achieve and
extended coverage or presence.

1 Venue owner,who manages a venue (e.tampposts, tall structures) where
infrastucture (e.g.base station) may need to be established. This also applies to
the deployment of physical data center infrastructure.

1 Venue Aggregator who has business relationships with several venue owners
and simplify the process of finding the appiape locations for deploying
infrastructure.
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42Coopetitive Landscape

The proposed actor role modsls et t i ng t he A b iHlge pcosystemr e o
focusing on actor roles that directly or indirectly provide offerings that invebge
Computing capaibties. As already mentioned, each role may be adopted by different
actors, e.g.a MNO may adopt the role of the Interconnection Broker, but he may also
adopt the role of th&A, aiming towards federated Operator Platform for Edge-C.
Similarly, a large VISFHyperscaler (e.gAmazon) may also adopt the role of VIA, but

it can strategically aim at adopting the role of SA who is responsible for operating the
Apl atf or mo and i s t WBC. Coomsideriace the apoovd, it tis wi t
straightforward that multiple actors may have the incentive to take over key actr role
such as the SA or VIA that may give them a competitive advantage. However, there is
also increased potential for collaboration among different actors that may legdwidanw
situations. In this section, we study the coopetitive (cooperation & competitive) landscape
that may arise when it comes to service offering that invdtdge Computing
capabilities, focusing on the following thrkey actors the MNOs, the Hypersta and

the Local/Regional IT/Cloud Providers. Along with them, we consider also actors such
as an Enterprise Customer, an Application Provider, a Consultation Service Provider, a
Reseller and a Venue Owner. Note that in the illustration below, the atilbise
represented by boxes of different colors and the adoption of a certain actor role will be
identified by coloring the appropriate rectangles appearifggiare 20.

We first introduce three value chain scenarios where one actor controls the customer
relationship and supply chain. Next, we introduce two collaborative ecosystem scenarios
where the actors are intdependent in their value creatiordasupply and the customer
interface and operation is many faceted. The scenarios serve to illustratedigew
Computing affects the possible evolution of market dynamics, ways of organizing
services, roles, and how current actors may position in the ilésture market the
differentintroducedscenarios may exist in parallel.

421Competitive Scenari os

In the three scenarios belome investigate the case where one of the three key actors,
driven by a competitive spirit, adgnultiple actor rolesin order to provide a complete
LNaaStotheVSC. The actors end up having a more
delivery system, rad also serve as the main contact point forMB&. These scenarios

have characteristics of being value chains, where one actor has control of its supply chain.
In the scenarios below we speak of specific actors as example, and hence, we use labels
such @ MNOA, etc.

Scenario 1: MNO maintains the prominent position

As illustrated inFigure21, we assume that MNO A maintains a prominent position and
customer relationship, having adopted multiple roles of high importance.

1100perator Platirm Concept, Phase 1: Edge Cloud Computing, GSMA, January 2020.
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Figure 21: MNO A maintains the prominent position.

We alsoassume that all three key actors,, iIMNO A, Hyperscaler Aand Local Cloud
Provider A maintaina physical infrastructure. In particular, each of them maintains its
own physical infrastructure (i,edatacenteresources) deployed to location(s) owned
either byitself, another key actor or Venue Owner A. Given that MNOs traditionally
interact with other venue owners in order to deploy their equipment in the appropriate
geographic locations and structures, the N, naturally, adopts the role of Venue
Aggregator and thus has access and control over multiple venues. Taking advantage of
this business opportunity, we assume that MNO A serves as facilitator for the deployment
of other key ac tevansed control$, of eoarseywithctiie apprepriaten  t h
charging. All three key actors play the role of Infrastructure Aggregatoy,they
aggregate physical resource that may belong to different Infrastructure Operators.

In the Virtual Infrastructurealyer, we assume that all key actors adopt the VISP role, that

Is they build and operate virtualized infrastructure over the physical resources they
control. When it comes to the aggregation of virtualized infrastructure that may be located
to different gegraphic regions, the MNO A that also play the Network Operator role has
again a competitive advantage, such as current presence in multiple locations along with
transport network infrastructure already in place. In this scenario, we assume that MNO
A explats this competitive advantage to take over the VIA role and sasethe

i ntermedi ate between the Service and Virf
Hyperscaler A and Local Cloud Provider A from the Service layer.

MNO A controls the Servie layer by adopting th8A role. That is, we assume that a
strength of the MNO A is that @perates a global platformwhereEdge Computing
enabled services are offered to the Enterprise Customer A (having the VSC role). The
global reach and coveragare achieved by anticipated future federation and
interconnection among partner MNOs. Note that the services offered [®Atmeay
include Edgeprovided applications developed by Application Provider A and
communication services (i,@etwork slices) provisioned by MNO A. Hence, the service
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is anticipated as a, potentiallg2E, LNaaS/network slice that incorporat&sige
Computing resourceFinally, the Consultation Service Provider A has a direct business
relationship with the Enterprise Customer A, supporting Enterprise Customer A when
interaction with the platform.

Scenario 2: Hyperscaler maintains the prominent position

As shown inFigure22, we assume that Hyperscaled@velops grominent position, by
taking over important roles at the Service and Virtualized Infrastructure layer and
customer relavnship. We focusur discussiomn the differencebetween this scenario
andthepreviously describedcgnariol.

We now assume that Hyperscaler A is more aggressive at the Venue layer, by also
adopting the Venue Aggregator role. This means that Kgplar A can also now
aggregate venues from different Venue Owners and then provide collocation rights to
other actors over multiple locations. Howeverd@ssussed in Scenario WINOs hae a
competitive advantage when it comes to interaction with venue owners, thus we expect
that both MNO A and Hyperscaler A will remain active at this role. Thus, competition
among these two actors may arise when it comes to venue aggregation.

Taking advardge of his experience on operating distributed and global cloud
infrastructures, and leveraging upon concepts such as datacenter federation and
hyperscale computing, we assume that the VIA role is taken by Hyperscaler A.
Hyperscaler A aggregates virtualisesources coming also from MNO A (the vattaed

RAN and 5G core infrastructures can be leveraged for this purpose) and Local Cloud
Provider A and operat@ wide coverage cloud infrastructure. In this way the Hypeaatscal

A can offer a seamless approaelross the global cloud and tHedge cloud
infrastructures.

At the Service layer, th8A role is now performed by Hyperscaler A, leveraging upon
Hyperscalers experience with eadstomers on offering seffervice cloud services. In
general, we foresebdt Hyperscalers will push towards the adoption of a platform/service
model that is similar to the traditional cloud computing services. MNO A still contributes
to/complements the Service layer/platform through the CSP role and by offering network
slices potentially across domains) that enabBtige-provisioned service/applications in
UEs with his network. However, MNO A does not directly interact with the Enterprise
Customer A.
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Figure 22: Hyperscaler A maintains the prominent pogtion.

Scenario 3: Local/Regional IT/Cloud Provider maintains the Prominent position

Figure 23 illustrates a scenario where the Local Cloud Provider A maintains the
prominent position within its national region(s) and customer relationship. This scenario
describes wellhe current markestructures, howevaetis hard to foresee that it can scale

at the same level as the previous two scenarios. Local Cloud Providers focus mostly on
Edge cloud aggregation and vertical services provided on regional/locagldeged on

local and regionainarket specific strengths and knowledge.

We assume that Local Cloud Provider A adaope Venue Aggregator role, aggregating
multiple venues in a specific geographic region by having agreements with multiple local
venue owners. Then, Local Cloud Provider Aldoalso offer collocation rights to other
actors. However, MNO A and Hyperscakestill maintain the role of Venue Aggregators
covering multiple regions. Thus, competition over venue aggregation may arise both at a
global and local level. We also assume that Local Cloud Provider A dalkee the VIA

role aggregating and operating umtised infrastructure in a local level. In such a
scenari o, Local Cloud Provider A could t
virtualised infrastructure in a certain region.

We foresee that there is a potential for local platforms operateccayrégional Cloud
Operators to be emerged. Hence, we assume that Local Cloud Opeiliatactiely
involved at the Service layer, by operating a local platform utiliZtiulgje provisioned
applications provided by Application Provider A and communicatsmmgices provider

by MNO A. Nevertheless, it may be difficult for a local platform to attract DSPs, and
when it comes to services that involve multiple locatjaollaboration with other actors
should be established.
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Figure 23 Local Cloud Provider A maintains the prominent position only possible at local level.

422Partially coll aborative scenar

In this section we investigate partially collaborative scenarios,sicenariodetween
pairs of key acts. A meaningful scenario of partial collaboration would be between
MNO A and Hyperscaler Awvhich acs as fully interdependent in providing theNaaS

to theVSC. In such a cas@&s shown irFigure 24, both actors collaborate at the venue

aggregation, infrastructure aggregation, virtualised infrastructure aggregation and service

aggregation level, building and operating a service platform that ensures global coverage.
This scenario acknowledges the experience of MNOgroviding communications

services andf Hyperscalersn deliveringcloud services through platforms.

Dissemination level: Public Pages3/ 96

0]

V5]




5G PPPTechnology Board Edge Computing fobG Networks

ACTORS

Cust Vertical Service
ustomer Customer

Enterprise
Customer A

Application
Provider A

ESE‘rViCe ServiceA H _
H H Consultation

H igital Service P} Communication Ser!f;ces
H Provider Service Provider H Provider A |

........................................................................

|

—_—
Customer ¢
Support Provider

H Interconnection Broker
H Network i -
H Operatar : :
Mrssssssssssssssssssssssssgessssssssssssssassnsnnnnnd o
Infrastruct
H Service Pro
H

h 4

»
o Physical
Infrastructureg

Venue Owner A

i [

Figure 24: Collaboration between MNO A and Hyperscaler A.

A scenario where MNO A collaborates with Local Cloud Provider A could also make
sense, if local MNOs succeed in joining forces with local Cloud Operators and take
advantage of local presence in customertiggighips. Also, Hyperscaler A and Local
Cloud Provider A can be complemant and join forces to serve local customers
however, they would always be dependent on contribution of MNO A for
applications/services that require communication services tadgisked.

423Ful l'y Col | aborative Scenario

A market with full ecosystem characteristics will be achieved in a collaborative scenario
where all actors are intelependent, cooperate and create a platform with muRipRs
whereVSCs can access global sengcén this scenario, all three key actors play the role

of SA, by operating different segments of the platform and being the customer contact
point in different geographic locations and customer segments. We assume that the
collaboration among the differeactors is transparent ¥SC who only use the platform

to potentialy establish a service of global coverage.

Figure25illustrates an example where MNO A, Hyperscaler A and Local Cloud Provider
A play the roles of Venue Aggregator, Infrastructure Aggregator and Virtualized
Infrastructure Aggregator. This meathsit none of the key actors follows an aggressive
strategy taking full control of the customer relationships or one central platform. This
leaves space for all actors to enter the market and address customéefdaaifhprovide
resourcesand pursuit cdaborations.

In the Service layer, apart from three key actors, we assume that Consultation Service
Provider A may also adopt tI®8A role serving mostly as reseller towards the Enterprise
Customer A, while there is also a potential for Application Pevilto play theSA role

and be the contact point for the Enterprise Customer A.
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Figure 25: Fully collaborative scenario, where multiple aggregator roles are shared among the

different actors.

424Compl ement ary milxaegdkersceamari os

While the above scenarios are considered as the main baseline for analysing and
discussing the competitive landscape, collaboration and potential future partnerships, we
also highlight complementary actor roles and partnership scenariamthplement and

affect the above main scenarios. Thipashto recognize that the above is coming from

the point of view of the telecom sectamdto acknowledgé¢he strength and evolution of

the hyperscalers / global OTTs. When entering a new are@ ahfl beyond where the
Edge Computing andedge cloud servicesecomean important and dedicated market

and an industry by itself there are more players and aspdot consider in order to

complement the abowasion.

While the above scenarios are ldygmotivated by the ability and strengths by these
actors to cater for and effectively enable customer management and service, support
below bullet points are key in introducing and discussing complementary factors and
actors that can have large impgaoh theEdge cloud ecosystem.

1 Telco Network Equipment Providers (e gricsson, Nokia, Huawei, etc.) offering

managed network and cloud services to the MNOs and Tdlbese actors have

the opportunity to leverage their managed services for managing operator
networks and evolve these capabilities into managed services for makeging
cloud infrastructures and general services.

IT solution providers (e.g. IBM, HPE, DeOracle, etc.) offer cloud services,

solutions and/or support services that have the potential to impact the ecosystem.
These actors are strong in the enterprise office IT and Software market and we see
solutions to address the emergkdge cloud space

Both of the above types of actors can help either MNOs / Telcos or Local Cloud (IT and
hosting) providers in strengthening their position towards the vertical enterprise
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customers. Howevethe fact thaturrenty Telco NEP collaboratwith MNOs /Telcos
whereaghe global IT providers have a strong relationship with the Local Cloud (IT and
hosting) providerscan influence how these business relationsiipsevolve.

The venue location, condition and context offdge datacentre will also pla key role.
Three categories of venues have distinct properties and contexts and will require separate
analysis of strengths and conditions from a radtior PoV;

)] MNO RAN and base station venue

i) Enterprise office indoor venue (enterprise office pankjl a

i) Industry or factory venue

While i) is facilitating for and is part of the public network, iii) on the other hand is
focused on noipublic networks, while ii) in particular, is required to facilitate for a mix
of public and private logical networks. particular iii) will facilitate for industrial,
production operational technologies, solutions and networks, which typically includes
and relies on strict time sensitive and deterministic networking whets strict
requirements towards the S@&d beyondervices.

In the area of &ctory of the Future @F) / Industry 4.0 there are large global players for
industry equipment and solutions that will play an important role in the establishment of
industrial indoor and nepublic Edge computing (technologyrientation) andEdge

cloud (service orientation) solutions. The importance of time sensitive networking
indicates that both these industry playees well as Telcos putting emphasis on these
capabilities can become important players in this field. Thev@T networks enabled

by 5G and adjacent technologies and the
generation OT industry appears to be a key area of technology and business development.

Looking further up the value stack and to the upperqfatte general Actor Role Model

for Edge Computing Ecosystem and addressing agaiSAhmle, one may argue that

this will not be simply a role played by a single player. One may speak of multiple roles
needed in this area both addressing the aggregatithre generabEdge Cloud Services

and even more certainly there is a need of specific Vertical Service Aggregator Players
address the dedicated needs of the specific verticals.

425Col | aborative evolution and al |l i

From the above scenarios agidcussion, one may conclude that there will not be just
one winner to take it all. The need for cooperation and collaboration as well as
development and evolution of numerous future proof APIs will be important. We will
also see local, national and regabmlifferences in how the different scenarios will be
mixed, evolveor dominate.

However, along with the need for collaboration, cooperatiod industry development

we expect alliances or multictor partnerships to appear. While the global hyperscalers
have the strength and might drigach partnerships individually and shape how they
collaborate with Telcos and other players, traditionally local Telcos will neadra
collaborative and structured approach to the establishment of one strong alliance to enter
the global scene. Again, in the field of Industry 4.0 the preferences and choices of the
large and global players within the device, solutions and applicatidastry will have

a large influence of the evolution of meétctor partnerships and alliances. The traditional
strengths of Telcos in enabling interconnection and the potential strength and ability of
developing future oriented collaborative solutigasd offerings based on global reach
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and standardized global solutiQnsnplies again uncertainty in how the various
ecosystems and business models ardtdye cloud and the verticals will evolve.

43Emer ging initiatives

We haveso farprovidedaframework tostart conducting a busineasalysisandan initial
analysis of various scenarios where different service provider stakehlodeseleced
different strategic action pland/e can observe several industry driven initiatives taking
place, and in partidar the early partnerships between Telc{@perators) and
Hyperscaler platforms (Google Cloud, AWS, Microsoft Azure) have already been
formed'% Moreover we also see initiatives dgrge and global players in the industry
equipment and solutions spaceftesy address industrial indoand outdooservice and
solution offerings and nepublic EdgeComputing.

Along with these pestakeholdedriven initiatives it is also worth to notice the
multilateral GSMA initiative along with their FuturBletwork ProgrammeA central part

of this programme is the Operator Platform concept and the Edge Cloud Computing that

is in focus for their phase 1. GSMA envisagjeat operators will collaborate to offer a

uni fied Aoperator pdatdtoirond aman g vElgel t isplp
Computing infrastructure i é to give application providers access to a global edge

cloud to run innovative, distributed and low latency services through a set of common
APIs. . Recently, and as followp, GSMA retased both th®perator Platform Telco

Edge ProposaVersion 1.6'*and a Tel co Edge EdgoSediceWhi t e
Description and Commercial Principté¥’.

Initiatives driven by the public side should also be noted. Recently, the European
Commission ent out a press release welcomthg politicalintentionexpressed by all

27 Member States on the next generation cloud for Eutoiggointed out thait iiCloud
computing enables daw@riven innovation and emerging technologies, such as 5G/6G,
artificial intelligence and Internet of Things. It allows European businesses and the
public sector to run and store their data safely, according to European rules and
standardsd'*® Alongside the expression of these goals, we also recognize the-GAIA
initiative driven first by France and Germany that wantteate the next generation of
data infrastructure for Europe, its states, its companies and its citiz&tker initiatives,

for instance the one driven by the BDVA associdfigrare shaping the convergence of
Data, Al and Robotics in the networks of the future, where Edge capabilities will play a
pivotal role and will be instrumental to fulfili a smooth mration of different
technologies.

The European Telecommunications Net wor k
welcomes the public initiatives and emphasises the importance of how this can stimulate

111 hitps://stipartners.com/research/tetmgecomputinghow-to-partnerwith-hyperscalers

112 Operator Platform Concept, Phase 1: Edge Cloud Computing, GSMA, January 2020.
113 Operator Platform Telco Edge Propgsétrsion 1.0 GSMA Whitepaper22 October 2020
114 Telco Edge Cloud: Edge Service Description and Commercial Princp®¥A WhitepapeyOctober 2020

115 https://ec.europa.eu/digitalngle market/en/news/towardsextgeneratiorcloud-europe

116 https://www.datanfrastructure.eu/GAIAX/Redaktion/EN/FAQ/fagrojektgaiax.html?cms_artld=1825136

U7 https://www.bdva.eu/.
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theindustryand uppor t t hlegybuddhgspatusopean cl oud
of interconnected cloud capabiliti&'$. Furthermore, ETNO underlinds fiA resilient,
efficient digital infrastructure is the necessary backbone of any trusted data sharing
architecture. Cloud infrastructure will need widespde&G and fibre networks that
support data processing closer to the user, including edge competinguropean
telecom companies have a key role in investing and operating edge computing
capabilities over their networks. This will offer a major alternativethe centralised
cloud computing model operated by Big Téch.

Apparently, the industry will see increased investments in the years ahead into cloud
solutions in general andore specificallyin enabling solutions faedge Computing.

In summary and saa concluding remark, welo seethe shaping of quite complex
landscapénvolving many stakeholders. While the hyperscalers will aimo#iaboration

while strengthening their positiandividually, the Telcos will find it important to drive
collaboratiom and standardized solutions overall, where multilateral agreements can
become the preferred antbre effectiveapproach. Potentially, this might evolftether

only considering the technical level (enabled by industry association initiaasesgll
asincludng business level collaboration agreements (industry alliance).

This whitepaper provides a holistic overview of all the technical topics to consider and
insights into the maturity and evolution of the different technical areasa3dessment

of technical maturity and judgements on what will be the smarter technical roadmap are
crucial topics tdeanalysd in orderto drive andsettle the business lewd#cisions, action

plans andhgreements needed in the years ahead.

118 hittps://etno.eu/news/allews/683:euelcoswelcomecloud-declaration.html
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5, Appaohes to Edge CePPpPut i ng
projects

This section reports on the various approaches to Edge Computing adojftbdsey2

and Phase Besearch projects funded under the umbrella of the Horizon 2020 5G PPP
Programme. The analysis is based on informatiollected through a questionnaire
circulated among the participants of the-b@QAG6 s Tr i al s Wor ki ng Gr c
total, 17 projects participated in the survey.

In order to provide the right context, we start by summarizing in Sestidghe main use
cases addressed ltgoseresearch projects. Fanore details, one canrefer to the
deliverables and project websites listedAnnex 1 Besides, in this section we also
provide a project taxonomy/clustering according to the key functionalities deployed at
the Edge (e.g., AR/VR/Video processing/analytics, 4G/5G core funttiespfor the
various use cases. In subsequent sections, we analyze the specific implementations
carried out by the projects in terms of typeboige Computing infrastructure deployed
(e.g., ETSIMEC, CORDlIike; Section5.2), location of such computing infrastructure
(e.g., onpremise, streetabinets; Sectiorb.3), technologies used (e.g., server type,
acceleration technology; Sectidr), and applications/VNFs hosted at the Edge (VEPC,
vertical applications; Sectiob.5). Each section reports on details at the project level and
discusses the rationale behind technological decisiongdébrsection, we also provide

a brief analysis of the survey results.

51Us e cases

This sectiorsummarizes the various use cases addressed by the research wrogcts
replied to theguestionnaire. It is worth noting thidite phaserojectsbelong tg defines

notably different scopes and purpadease 2 projects are primarily focused on research
and innovation of key 5G conceptwhereasPhase 3 projecthave emphasis on the
validation of 5G technology for specific vertical applicatioBesmplementarily, Phase 3
long-term evolution projects are more forwdabking, aimed at developing advanced
concepts which are more difficult to demonstrate in specific applications/scenarios.
Consegently, there are substantial differences in terms of the nunhlise cases (as far

as this White Paper is concerned, we restrict ourselves to the three most relevant use
cases, at most) considered by those projects, and their breadth and depth. iEigther,
important to note that Phase 3 Infrastructure projects are aimed at building experimental
research infrastructure to be used by other projects. Hence, their answers are more
general, since their objective is to be as open and flexible as possible.

Figure 26 provides a taxonomy/clustering of research projects according to the key
functionality placed at the Edge. This follows from the use case descriptions prbyide
each project in the Questionnaire.
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5GMobix
5G Transformeé GCroCo

5G Eve

5G Transformer

5Growth
5G Heart _ " 5G Zorro
5GIDrones 5GVictori

SaTs5G 5G Dive
5G Picture

5GMobix
5GCroCo
5G Eve5G Heart

5G Transformel5 Growth
5GVinni 5Genesis
5G Dive

5Genesis
5GIDrones 2GVinni

5Growth ~ 9G Dive
5GVictori

MonB5G

AR/VR/Video processing/analytics 4G/5GCore functionalities
and caching at edge Low latency computation
5G Dive 5G Carmen
o 5G Heart
5GVictori 5Growth 5GCroCo
Slicenet
5G Zorro
Autonomous 5G Dive MgnBSG
edge Slicenet Multi-link

aggregation

Figure 26: Clustering of projects according to the specific key components in their respective use
cases.

The use cases clustering revolves around the following 9 key functionalities:

1 AR/VR/Video processing/analytics and cachiAgy kind of video processing or
caching performed at the Edge with the aim of a faster computation of AR/VR,
reduction of load at lwkhaul or other kind of video related processing requiring
low latency.

1 Low latency computatiarNonvideo applications located at the Edge in order to
reduce the latency between the user and the application server.

1 4G/5GCore functionalities at edge (e.8GW, UPF) Hosting at the Edge parts
(typically, from the data plane) of the 4G or 5G core functions.

1 IoT GW/Data managemern¥irtualized versions of loT GWs hosted at the Edge
as a mechanism to reduce load ormrecessing data.

1 Geodependent computatis Championed by the automotive scenarios, this
cluster includes the use cases which place functions at the Edge to serve a certain
geographical region.

1 Multi-link aggregation The Edge as an aggregation point where multiple
technologies can be used wnoect to the core network.

1 Autonomous EdgeThe Edge as a mechanism to operate with low oraxisting
backhaul, therefore typically hosting core functions to work in an autonomous
way.

91 Al functions at Edgethe Edge used to run Al functions leveraging contextual
information available in the vicinity of the user.

1 Virtual RAN (VRAN) at Edge The Edge as a hosting platform for Virtual RAN
functions.

Tablel present the use cases that are being considered by each of the 17 projects. As it
can been seen, the 5G PPP projects have used Edge Computing solution in multiple
vertical sectors (e.g., Automotive and Transport, Industry 4.0, eHealth, smart cities,
energ, etc.). This is to be expected as Edge Computing is identified as one of the most
promising solutions to meet the vertical requirements (e.g., reduced delay).
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Slicenet

SaT5G

5G Picture
5GEve

5GVinni Autonomous Edge Mobile Gaming URLLC use cases
5Genesis Edge-based mission-critical services - -
5GCroCo Tele-operated driving HD mapping Anticipated cooperative collisig

Phase 3

Automotive e —

5GMobix

5G Heart

5G Drones

Phase 3

Adv. Trial
dv: Trials 5G Growth

5G Victori

MonB5G

5GZORRO

EU-Taiwan 5G-Dive

ERIEhE el Monitoring and emergency eHealt!

Table 1:

Use Case 1

Use cases

Use Case 2

Automotive extended virtual sensin

g -

Use Case 3

Smart Grids

Smart lighting

eHealth 5G connected
ambulance

Edge delivery and offload for
multimedia content and MEC VNF
software

pD FTAESR ol Ol Kl
connectivity across a wide geograp

5G to premises: connectivity
complementing terrestrial
networks

Smart city safety

Simple things virtual reality

Stadium use case

Industry 4.0: Remote AGV controlle

Industry 4.0: Zero defect
Manufacturing

B

avoidance

Green driving

Cooperative lane merging

Sensor and state sharing: ba
situation-awareness

tfrG22yAy3a 6AGK

functionality

Zero-touch border crossing

Remote driving

Remote educational surgery

Remote surgery: load balancing vi
multicasting

Remote ultrasound robotics

Drones command & control with
telemetry and video

3D mapping and supporting
visualization/analysis software

Connectivity extension &
offloading during crowded
events

Industry 4.0: Augmented zero-defe
manufacturing

Transportation: safety-critical
communications

Smart Grids: Advanced
monitoring and maintenance
support for secondary
substation MV/LV distribution

substation.

Immersive media services to
travellers arriving at the train statio

Digital future mobility

Smart energy metering for high
voltage

Zero-touch network and service
management with end-to-end SLA|

Al-assisted policy-driven security
monitoring & enforcement

Smart contracts for ubiquitous
computing/connectivity.

Dynamic spectrum allocation

Pervasive vCDN Services

Industry 4.0: Digital twinning and ze
defect manufacturing

Autonomous drone scouting

10T multi-RAT virtual GW

52Ty peEdogf€o mputing infrastructur

In this sectionthe type of Edge infrastructure deployed by the various projects in Edge
networksis analysedTable 2 summarizes the answers given by the various projects,
followed by further discussions and analysis in subsequent secTiogeis.answers are
provided separately for projectbelonging in Phase 2 and Phase 3 of the 5G PPP
Programme
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Table 2: Types of Edge Computing Infrastructure adopted by each project.

Fog Comp. ETSI-MEC CORD-like  Other

5G Transformer X X
Slicenet X
FIEER SaTs5G X X
5G Picture X X
5GEve X
IF;]k;;se S SGVinni. X X
5Genesis X
Phase 3 5GCroCo X
Automotive SGCarmen X
5GMobhix X
5G Heart X X X X
Phase 3 5G Drones X X X
Adv. Trials 5G Growth X
5G Victori X
Phase 3 Long- MonB5G X
term evol. 5GZORRO X
EU/Taiwan 5G-Dive X X X

521Phase 2 projects

5G-TRANSFORMER**° selected two approaches for MEC, namely ETSI MEC and
genericEdge Computing deployments. On the one hand, the former allows complying
with ETSI gandards with high industrial support while exploiting the advantages of a
full-fledged MEC architecture. As part of those benefits TRANSFORMER exploited
Radio Network Information Services functionalities for some vertical use cases to make
decisions bsed on radio link quality. On the otleand more generi&édge Computing
deployments were carried out in the sense that thd B&NSFORMER MANO stack

also controls all the infrastructure at thege closer to the end users and considers it as
part of thepossible locations where VNF deployment can be done to fulfil latency
constrained service requirements. The goal of deploying one or the other was to comply
with the requirements of the vertical services being deployed as far as low latency is
concerned€.g., automotive collision avoidance, Afased Elealth emergency services).

The SliceNet?? infrastructure is fully compliant with ETSI MEC specifications and has
been used an& TSI PoC. This framework managE&E network slicing across all the
different network segments of the infrastructure, namely, (i) enterprise network segment,
where find users and vertical business are located; and (i) RAN segment, providing
coverage that final users via RAN framaul interface. Edg€omputing comprises
physical devices located between the RAN and the datacenter. Ggputing is
connected to the RAMia backhaul interface and to the datacenter network segment via
the transport network segment. Baitige and datacenter locations support virtualization
and containerization and they are controlled via a logically centralized management
framework by makig use of multzone support capabilities to decide where to deploy
and migrate virtual resources. On top of this infrastructure, the project deploys
softwarized 5G architectural components as services both &dthe and datacenter
locations. Usually, 5&ore VNFs are deployed at the datacenter and both 5G RAN VNFs

119 http://Sgtransformer.eu

120 https://slicenet.eu
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services and ETSI MEC VNFs services atHuge. Even if both RAN and MEC VNFs
are deployed at thedge, they create a logical function chain where the traffic going from
the RAN to the CORE g through the MEC nodes, acting as a monitoring and control
point for low-latency optimizations.

SaT5G?! explored the integration of satellites in 5G network architectures, where they
would become integral part ¢ie 3GPP defined architecture. Edge caripg in SAT

5G is used for media streaming applications and for #inking, where satellite is used

in parallel with terrestrial paths to enhance broadband to premises.

For multtlinking, the project chose a CORIBe architecture mostly because of som
requirements of the functions needed at the Edge. Indeed, unlike MEC, which is still in
implementation phase, a CORD or CORIEe architecture is more suitable for hosting
Network functions as well as resource hungry and transpadgetservices. In SABG,

most functions deployed at tBelge operate at layer three and four, hence our first choice
was for a CORElike architecture.

In 5G-PICTURE'??, the emulated MEC solution had two main requirements: (i) low
latency between devices for AR/N&pplication;and (ii) the creation of high throughput
traffic between the nodes to demonstrate the FPGA based Time Shared Optical Network
(TSON) used to aggregate fronthaul and backhaul d&dbe of the network and further
distribute the links back at the centraduwdl network datacenter.

Based on these requirements and due to the lack of ETSI MEC availability, in the test
network an emulated MEC solution was implemented. Different services and software
components of the use cases were deployed d@dbe and cemél cloud datacenter
similar to a g architecture yet not compliant to any existing standard.

This solution successfully provided the project with low latency communication between
UEs and compute resources, while also prevented backhaul link capduargtisn for
transferring raw video streams that were later used for analytic purposes.

522Phase 3 projects: i nfrastructure

The distributed cloud i§ G E \PEgemseral approach for meetitggige Computing

needs of the use cases supported by the project. 56 fgoétulates that thEdge
Computing environments benefit from adhering to the same architecture, components and
solutions used in the rest of the network, since that is the way for ensuring both contention
in CAPEX and operational costs control to the @mmication Service Providers and, as
aconsequence, to the whole ecosystem of players involved in crafting nendtd
services leveraging the Edge. Therefore, 5G EVE is not in favour -bbadedge
implementation solutions based on-famt hardware, ahitecture or orchestration.
Instead, the project encourages the extension of the central clouds to other locations (on
premisesEdge, regional clouds) using the same architecture and technology (i.e., same
hardware, software and OSS systems).

121 https://www.sat5eproject.eu
122 https://www.5gpictureproject.eu

123 https://www.5geveeu
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5G-VINNI 2% does not restrict to any specific Edge infrastructure type. As aflTCT
project, each test facility has the freedom to include Edge infrastructure or not and
implement in the way that suits their targeted experimentation and intefvtINGd
Architecturevl (D1.1) included a Research Item on Edge, which builds on ETSI MEC
principles, but does not mandate that basis. lWHENI Architecture v2 (D1.4) a more
prescriptive definition of Edge implementation will be provided but this will again be
optional at aest facility and will not mandate any specific approach-\88NI takes

3GPP work as its basis, and notes that 3GPP TS 23.501 includes MEC natively with the
5G NR architecture, in particular allowing for the UPF to be distributed. HIBGBII

D1.4, workin SA2, SA6 EDGEAPP and ETSI MEC will be considered.

In addition, the 5&/INNI Berlin and Luxembourg Experimentation Facility Sites
implement an Edg€entral 5G Core Network functionality split, which is expressed as
the split of the 5G system betweBdge and central network, this being considered the
most important item into establishing satellite as a reference technology within the 5G
systems. In this context, in order to assure the connectivity to the 5G network though the
different backhauls, the 5Gore Network is deployed with a functional split between the
Edge and the core network. Ti&lge networks are considered as the best option to
compensate specific limitation in the backhaul connectivity. This includes specifically
delay and capacity limations which are also considered the weakest points in having
satellite in a convergent architecture. Additionally, having a wide distributidfdgé

nodes, the strong characteristics of the satellite networks such as secure communication,
global coveragebroadcasting/multicasting capabilities as well as the limited need of
distributed terrestrial infrastructure. Because of the wide connectivity, the
Acommunications on the moveo (COTM) scena
with terrestriallinks

5GENESIS?> Telefénica is the provider of the Edge Computing infrastructare
5GENESIS Malaga Platfornand as Operator, is the owner of more than 1000s Central
Offices in Spain. Mobile RAN infrastructure deployed by Telefénica is connected to
Central Offices using Fiber as back haul to connect the RAN infrastructure to the transport
network, wherghe Mobile core is connected at sevelPalPalong the country.

From an operatords perspective, It makes
concentrateompute resources in an aggregation point like Central Offices where several
Base Stations are connett®, for sending the mobile traffic to the transport network.

In order to take advantage @impute resources at Central Offices, two possible

technology options are available:

1) ETSI MEC Bump in the wire: ETSI MEC defines the solution for Local Break
Out of traffic to Edge Applications terminating the GTP tunnels at the Edge
Compute node, to be able to route traffic to local applications. Traffic that needs
to go to PDN, is thenneapsulated again in GTP tunnel and sent to {G\5

2) Deploy S/IPGW at Edge compute node: deploying partially EPC at the Edge
Computing node, it is possible to terminate the GTP tunnels having the SGi
interface in the Edge computing node. SGi interfagdai IP so it can be routed

124 https://www.5gvinni.eu

125 https://5genesis.eul.
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easily to Local Applications (for Local Break Out) and to the PDN using simple
IP routing.

CORD supports both approaches, as ETSI MEC SW stack and EPC can both be deployed
at the Edge Computing infrastructure.

The 5GENESISMalaga Platformhas chosen the second optidnie to the fact that a
consortium partner is aBPC provider. Moreover, there exist a great variety of vendors
and open source solutions, while there is a small number of entities that can provide ETSI
MEC SW gacks, mainly in the commercial space.

Similarly, in the Athens 5GENESIS platform, COSMOTE is the provider of the Edge
Computing infrastructure following the ETSI MEC approa€@©SMOTE operates a
hybrid 4G/ NSA 5G/ MEC testbed complemented with an Opekdtased SDN/NFV
Cloud infrastructure with two flavors of MEC implementatiowig second SPGW and

ii) via SGW-LBO.

523Phase 3 projects: automoti ve

5G-CROCO'?** f ol | ows the TMAAutomotive Edge Com
approach to Edge. The trial sites operated by Ericsson (F@erreanLuxembourg

Corridor, Motorway A9 (Germany), Montlhery (France), AstaZérm Sweden) follow

Ericsson commercial setups. At tmeoment it is OpenStack based for VNFs and
Docker/Kubernetes for application servers. Ericsson plans to also use Cloud Native
approaches for the future for VNFs, so there Docker/Kubernetes and many widely
adapted tools around it (ref. Cloud Native Compyit@onsortium) will also be used for

VNFs. So eventually VNFs and application servers will run and be managed by the same
cloud software.

The trial site in Barcelona, operated by CTTC, I2CAT, Nextworks, and Worldsensing,
also built upon well accepted opesource solutions including OpenStack, ETSI
OpenSource MANO combined with the 5GCity Neutral Hosting Platform, SONATA and
the Service Orchestrator and Mudtbmain Orchestrator for managiBgENetwork Slice
deployments across the target core Bddge domais.

In 5G-MOBIX 28 anEdgeComputing solution is implemented at different cross border
trial sites. All sites implement a proprietary solution based on the vendor of choice
(Ericsson or Nokia). In most cases this is based on an implementation with @enSta
for hosting VMbased or containerized applications. This implementation is carrier grade,
facilitating both runtime applications and core components. Core components are based
on 3GPP Rel 15. A local breakout is based on either RGWan UPF (dependinon a

NSA or SA based 5G Core).

The Edge position selected are close to the gNBs in order to satisfy the strict latency
criteria of the CCAM use cases. The main project focusasatysecrossborder from a
cellular network mobility viewpoint. Furthergiven the status of thework in
standardization to define related 3GPP/MEC mobility concepts, the deployment of a

126 https://5gcroco.eu
127 https://www.astazero.com/tHestsite/aboutActive Safety Test Area and Zero (AstaZero).

128 https://www.5gmobix.com
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unified EdgeComputing platform was not considered to be feasible and of priority. Those
aspects where discussed in the projectipgthasend the design of the project has been
decided accordingly.

524Phase 3 projects: advanced tri al
I ndustries

5G-HEART 2 uses a combination of ETSI MEC andGORD-like approaches. 5G
HEART is a project spanning through several -8#&s, including Finish 5GTN,
Norwegian 5GVINNI facility, Dutch 5Groningen and British 5GENESIS platforms.
5GTN selected ETSI MEC as tRelgeComputing infrastructure allowing the project to
develop evolutional dynamic MEC applications aiming for sltna latency and high
bandwidth, all in reatime manner running within 5G. In addition, tBége infrastructure
also based on Fog Computing bee@atle test network contaifslge servers that based
on COTS technology (servers and devices) where we can run our own services.

At the Dutch 5Groningen platform, the-BIORD-like type of Edge Computing was
chosen mainly due to the usage of commodity hardware, open source software and the
communities behind open source projects. The openness allows for modularity and choice
between dferent components depending on use case needs as well as easier switch
between choices made.

The 5G!Drones'?® project is an ICT19 (trial project) that aims at conducting trials
implicating Drones on two of the ICI7 trial facilities, namely 5¢EVE andAthens
Platform of5 GENE S| S. The consortium also plans
measure relevant KPIs on other 5G testbeds 5GTN ah@tork based in Finland.
Implementations oEdge at 5GEVE follow ETSI MEC specifications compliant with

the 3GPParchitecture.The 5GENESIS Athens Platform integratéslge Computing
infrastructure in various locations within its topology, for the deploymenEdife
applications and Network Service componeiere specifically, for the 5G!Drones
trials two Edge Comping deployments of 5GENESIS have been exploited: The first one
Is based on the NCSR Demokritos 5G Amarisoft solution enhanced with lightweight Edge
Computing capabilities that deployed at the Egaleo Stadium, while the second MEC
deployment that supporté&gs!Drones trials is operated at COSMOTE Academy campus
and is based on production grade equipment5GiEN infrastructure uses Nokia VMEC,
based on ETSI MEC. Finally,-Xletwork (ETSI MEC and FOG computing) provided by
Aalto university, is composed of ET&mpliant MEC platform developed byokiaand

a set of Fog servers. Nokia VMEC was adopted due to its rich functionalities and its
compatibility with other Nokia products available in the same facility. Meanwhile, Fog
servers allow the deployment and tinal of new functionalities not available in the
closed source Nokia VMEC (e.ggdge services migration, contaideased service
orchestration).

5GROWTH 13! considers applying generledge Computing approaciior the vertical
pilots. The goal is to delivearaffic that requires low latencies to the vertical applications

129 https://5gheart.org
130 https://5gdrones.eu
131 https://5growth.eu
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running at théedge, to comply with the low latency requirements of the vertical services
(e.g., industry 4.0, railway transportation safety).

5G-VICTORI %32 architecture follows the ETSI NFV standards in order to provide the
required services and functionality such as network slicing. This is extendecBdgine
following the ETSI MEC principles. The Extended MEC (xXMEC) hosting infrastructure
includes Edge Computing functionalities involving virtualized MEC computing,
networking and storage resources with the MEC NFVI being its overlay. XMEC provides
a set of VNFs as well as access to communication, computing and storage resources to
service functions of mufile domains in an integrated fashion and can accommodate alll
complex time critical functions, due to its physical proximity from the relevant network
element. Therefore, the main drivers for choosing the ETSI MEC typ&dge
architecture are: (a) compthee with the ETSI standards, (b) provision of compute as well
as networking VNFs.

525Phase 3 projects: 5G Long Ter m E\

One of the main objectives of tivonB5G*33 project is to design a scalable and secure
architecture for the distributed managemerd anchestration of massive numbers of
heterogeneous network slices. To this end, the project aims to provide distributed
implementation of monitoring, analytics, and decisioaking components with varying
degrees of centralization. In this context, dge domain is regarded as a promising
domain to deploy those kinds of services characterized by stringent delay constraints
and/or high bandwidth requirements. Thus, the MonB5G architecture definition strictly
follows the ETSI MEC standard guidelines to @wrescompatibility and provide aa2E

slice management solution suitable with the current telecommunication business scenario.

5GZORRO envisions a multparty distributed model for 5G through which a large

group of parties can establish craggerator/onssdomain service chains with security

and trust. Regarding the Edge Computing scope, this architecture model is also applied,
aiming to enable the integration and interoperation among diffétdge resource
owners. At theEdge, typically in street cabaéts or in lampposts, one typically has
constrained computing and networking platforms. These are automatically discovered
from multiple owners, selected and configured to impler&@fiservice chains and cope

with peak loads. By enablingdge resource tragg between different parties in an
automated, trusted and secure manner, network slices can be extended on demand across
the borders of administrative domains.

526 EUTai wan Cooperation

Edge and FogComputing resources are considered witthia 5G-DIVE 3° project to
support applications and services requiring very low latency and/or local processing and
intelligence. The solutions developed within this project will build on top of the 5G
CORAL framework. This framework already envisages a hierarchicalirdadrated
computing infrastructure spanning across multiple tiers, comprising clouds and central

132 https://www.5gvictori-project.eu
133 https://www.monb5g.eu
134 https://www.5gzorro.eu

135 https://5gdive.eu
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datacenters (DCs) on top, Edge datacenters (Edge DCs) in the middle, and Fog computing
devices (Fog CDs) that are available locally in the access area.yFifal MEC
prototype, called intelligent Mobile Edge Cloud (iMEC) will be integrated in the 5G
DIVE architecture and, later on, it will be used for thesiie trial of the Autonomous

Drone Scouting vertical pilot. In summary, the Edge concept ofDBZ is an
integration of ETSI MEC concepts into OpenFog (now Industrial Internet Consortium)
architecture.

52.7Anal ysis of resul ts

Figure 27 provides an analysis of the diffetetypologies used by the various projects.

Out of a total of 27 responses to the questionn@usedETSI MEC, 4 were Fogke, 2
CORDlike, and11 useadhe6 Ot her 6 c at e ijis mean a végorsgecfic her 6
platform provided by one of the projgmartners.

Figure 27: Type of Edge Computing Platform.

Fog Computing approaches account for a 15% of the answers and include projects
adopting in the Edge concept computation capacity distributed in devices near the user or
even in enelser devices.

It is worth noting that out of the Phase 3 Infrastructure projectsi-\8E reported
Distributed Cloud as its Edge choice,»B\NI reported that the project is Edgdygpe
agnostic, so any kind of Edge can be used, whilESESISdeclared the use aiCORD-

like approach

Finally, the prevalence of ETSI MEC over CORD and/or Fog approaches is cthar in
European projectthat replied to the questionnaire

53Locatiormrdg€ol@Guti ng infrastru

In this sectiorwe turnour attention on where the 5G Edgemputing infrastructure was
deployed by the various projects. Again, we first summadhieéndings inTable3 and
thenprovide a more detailed analysis in subsequent sections.
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Table 3: Location of edge infrastructure in each project.
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533.1Phase 2 projects

5G-TRANSFORMER 3¢ features various use cases in which deployment &dbe is
required. In genal, Edge VNFs are deployed next to the access network infrastructure
offering coverage to the device being served (e.g., base station, access point). In this
senseEdge Computings mostly deployed at the base station/RAN infrastructure, though

it could dso be deployed elsewhere in the operator infrastructure as long as latency
requirements are fulfilled (e.g., micdatacenter). More general scenarios including
various computing platforms may, as well, be considered, e.g., private datacenters.

Three diferent testbeds are deployedSliceNet.The Smart City use case haszafge a
micro-datacenter composed by only one or two nodes inside of a cabinet located on the
top of the enterprise building. This cabinet has inside both RAN and Edge equipment and
the antennas are directly installed close to the cabinet to provide coverage. The Smart
Grid use case makes use of a CIBUAN deployment where thEBdge and RAN are
distributed across different locations with akildmeter fiber cable. In this scenario, the
Edge is composed by a microdatacenter where both 5G Centralized Unit (CU) and ETSI
MEC are deployed and it is directly located in the telco premises. The Smart Heath use
case is logically similar to the Smart Grid use case with the only differencedtiatiga
location is physically installed in a street cabinet rather than in the telco premises.

Differently, 5G-SAT*®” Edge infrastructure is deployed at the RAN on the S1/N3
interface. The main reasons for this choice are: (i) backhaul ti@ftimization and
control, since the architecture is based on a hybrid backhaul network (Satellite and
Terrestrial)) (i 1) tr anspar e nkdge functioesmeed ® be as thueh pr o |
transparent as possible to the network as well as the endansertherefore, they need
to understand at least S1/N3 protocols.

The 5GUK Test Network deployed #G-PICTURE *®is hosted at locations within the
Bristol City Centre, while the cloud network was placed at the University of Bristol Smart

136 http://Sgtransformer.eu
137 https://www.sat5eproject.eu

138 https://www.5gpictureproject.eu
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Internet Lab. Thegeographical spread of the nodes is within a coupknoffrom each

other and while using dark fiber for connectivity between sites, the location Btiee

servers made little difference to the latency observed in the service delivery. For this
reason,the MEC architecture was emulated with VMs spread for the convenience of
power and space at different locations similar tag dfeployment. For the smart City
Safety wuse <case, the i1 mage processing no
host i nig roem ¢losedts the end users in receiving the output for monitoring
purposes. It should be noted that this service was deployedydgployment and not all
functions were at theEdge of the network.

532Phase 3 projects: i nfrastructure

5G-E V E®¥°dlistribued cloud infrastructure can be deployed in any datacenter that
provides the required infrastructure, generally at the Network Operator premises.
However, the project envisages two exceptions:-p@mise Edge Computing
environments for large companies dhd use of hybrid/public cloud for deployiBglge
services.

5G-VINNI 1%%is made up of multiple experimental sites, each of which is free to select
its own architectural topology based @s own design and the requirements of the

experimenters that wish to use each faci

depl oyments vary from site to site. Ma ny
building, and, hence, it is a mixture of Central ©#fi Micro datacenter and Private
datacenter. The 5&INNI Berlin and Luxembourg Experimentation Facility Sites
implement an Edg€entral 5G Core Network functionality split, which is expressed as
the split of the 5G system betweEBdge and central networkyis being considered the

most important item into establishing satellite as a reference technology within the 5G
systems. Another Edge Cloud implementation is for Fish Farming, where analytics
applications are deployed in an Edge Cloud that is connextibé 5G CPE in order to
reduce the high uplink requirement. In this case there are no 3GPP functions deployed in
the Edge Cloud.

The Malaga platform i GENESIS'#! considers two different types of deployment,
namely,

1 Deployment of RAN in thecampus of the Méalaga UniversifMA): This
deployment consists in distributingqremote Radio HeadRRH) units for 5G and
4 RRHs units for 4G connected to a Mobile core installed ad hoc for the project
in the UMA campus.

1 Deployment of RAN in the city céer: This deployment consists in distributing 6
RRHSs for 5G and 5 RRHSs for 4G connected to Telefébnica Commercial Network
and to the Mobile core in UMA campus.

In order to fit both scenarios, the Edge Computing node deployed by Telefonica is located
attheUMA campus connected to Telefénica Central Office. With this deployment, UMA

RAN is connected directly to the Edge Computing node, as both of them are located in
the same building, whereas the City Centre RAN is connected to Telefonica Central

139 https:/iwww5bg-eve.eu
140 https://www.5gvinni.eu

141 https://5genesis.eu
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Office usirg MOCN to connect to both Cores, i.e. the Telefonica Commercial core and
the UMA Mobile core.

The 5GENESIS Athens Platform integrates Edge Computing infrastructure in three

locations within its topology:

9 Site 1: The campus of NCSR "Demokritos” NCSRD isdirectly connected to
Greek Educational, Academic and Research Network (GRNE&Tyvhich
provides access to Internet and GEANT {gamopean data network for the
research and education community). This site will be responsible for hosting most
of the infrasructure required for the management, orchestration and coordination
of the Athens platform.

9 Site 2: The COSMOTE building (OTEAcademy) is also directly connected to
GRNET which provides for access to GEANT. This site will host infrastructure
componentsradio access components and NFV/Edge Computing infrastructure.

1 Site 3: The stadium of Egaleo (Stavros Mavrothalasitis) t he | ocat
connectivity is based on a wireless pdinpoint link to NCSRD. This site will
host infrastructure components thathallow the experimentation and support of
use cases related with tlielge Computing, and Control Planie User Plane
separation in a realistic environment.

533Phase 3 projects: automoti ve

5G-CROCO3firmly believes that upcoming networlleployments will be very
complex since MNOs and other stakeholderg, Road Traffic AuthoritieRTA) have
different deployment options. The trial setups attempt to reflect such plurality with local
packet cores and application servers directly atrthksite in street cabinets (Motorway
A9, Barcelona, Montlhery, AstaZero), in private datacenters close to the trial sites
(FranceGermanLuxembourg largescale trial site, Barcelona, AstaZero), a central
datacenter at Ericsson Germany (FraGemanLuxembourg largescale trial site,
Motorway A9, Montlhery), and public clouds (or similar hosting on public Internet)
available to all trial sites.

The Edge solution in6G-MOBIX 44 is deployed at a distributed site where the traffic
from several radio sites is received in the commercial network. This site is used to
aggregate radio traffic from several radio sites and redirect this traffic to the Core
network. The system is deployed a virtualized infrastructure comprising a-fiséidged

5G EPC with and without LBO (PGW) at the Edge.

534Phase 3 projects: advanced tri al
i ndustries

5G-HEART % uses different implementations depending on the specific useTdese.
different deployment options considered are (i) private datacenter; (ii) on premise data

142 GRNET http://grnet.gr
143 https://5gcroco.eu
144 https://www.5gmobix.com

145 https://5gheart.org
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center/micro dataenter; and (iii) micredatacenter collocated or connected to RAN
elements.

The5G!Dronest*é project leverages 5G trials facility for testing scenarios and evaluating
KPIs involving Drones. In these facilities dedicated for testing and experimerdddie
infrastructures are deployed on premises for the following reasons:

1 Availability of computhg resources near to the deployed eNBs/gNBs.

1 Auvailability of dedicated higiperformance transport network within the
facilities.

9 Security concerns.

1 Facilitating potential manual interventions.

In 5GROWTH " Edge VNFs can be deployed either next to the skagetwork

infrastructure offering coverage to the devices being served (e.g., base station, access

point) or within a private clouddge infrastructure of the verticals at the vertical

premises. In the former case, it is mostly deployed at the bas@ 8t infrastructure

provided by the operators shared among the private network of the vertical with the

operator public network, though it could also be deployed elsewhere in the operator

infrastructure as long as latency requirements are fulfilled (eigrg-datacenter). In the

latter case, thé&dge infrastructure is a private cloud infrastructure belonging to the

verticals.

The5G VICTORI 8 project comprises four different testbed facilities,, 5G-VINNI
(Patras), 5GENESIS (Berlin), 5BVE (Alba Iuia) and 5G UK (Bristol). Each of these
facilities provides different capabilities. However, in general, each facility is equipped
with an on premise, private, micro datacenter, which is hosted at the premises of each
testbed responsible organization. tdaion, street cabinets and base stations are used in
some of the facilities to host thHeédge infrastructure even closer to the end users.
Specifically, i n  Pupthetvoksn-ama x 6 nwiBIrli she | defhilp
certain locations, physicallpcated inside street cabinets ormmem IT rooms, which
will provide 5G RAN connected with a local micro datacenter.

535Phase 3 projects: 5G Long Term Evo

The need to satisfy a multitude of heterogeneous-speeific requirementswhile
guaranteeig slice isolation, demands for accurate vertical service deployments such that
networking and computing resources will not be wasted. In the mobile network context,
this often translates in deployment of services as closer to thesensl as possible. The
setup of theEdge infrastructure at basg¢ation (RAN) level will serve this purpose. At

the same time, specific usases might require wider coverage areas or dedicated
deployments on premises. Neverthel®ssnB5G14°envisions vertical service migration
towards private (operatmwned) datacenters as a means to overcome the limited
resource availability of thEdge platforms, e.gin case of traffic congestion or pextive
resource allocation during the phase of slicéboarding. The MonB5G project ivhot

146 https://5gdrones.eu
147 https://5growth.eu
148 https://www.5gvictori-project.eu

149 https://www.monb5g.eu
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strictly focus on a single deployment option, but rather consider several of them in order
to support dynamic slice setup and reconfiguration in multiple scenarios.

Differently from MonB5G, irbGZORRO°, two main types of locations are considered
for the deployment oEdge infrastructure. The reasoning behind such selection is based
on two main criteria: site availability &
particular, street cabinets amdicro datacenter, with the inherently reduced edge
compliant capacities, are available as part of the smart city IT infrastructures deployed in
the 5GBarcelona facility. This deployment provides a minimal distributed Edge
Computing ecosystem, where thegmece of multiple stakeholders, controlling different
Edge resources, are emulated in order to realize the considered use cases.

536 EUTai wan Cooperation

The computing substrate shall essentially include Edge an@€&oguting resources to
support applicatiom and services requiring low latency and/or local processing and
intelligence. In5G-DIVE % this includes resources at tli&lge of the network
infrastructure (such as, private datacenters) as wélbg€omputing resources on the
premises (such as, usequipment, customer premises equipment and other resources
with limited computing capabilities).

533.7Anal ysi s of resul ts

The responses from the different research projects show a high preference for the On
premise deployment of Edge solutions, mostly in Pe\Ratacenters. A large number of
projects also consider the deployment of Edge hardware in the Base Station or RAN,
followed by its deployment in Street Cabinets. Basically, this is consistent with the nature
of the use cases considered in the differemjgots. On the one hand, research considering
Industry 4.0 scenarios, where it makes sense to constrain the deployments to company
premises, are the typical example of a scenario deployed on a private datacenter on
premise. On the other hand, several mtgjeonsidering cityvide deployments are more
focused on micralatacenters deployed at Street Cabinets or Central Office. This is in
stark contrast with the low number of projects considering Fog devices, since only one
project is devoted to this kind stenaris. Finally, it is also important to note the clear
preference for micralatacenters deployments versus the use of public cloud approaches.

150 https://www.5gzorro.eu

151 https://5gdive.eu
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Public cmﬁﬁéﬁg
2-4%

Private Datacenter
10-23%

- Micro Datacenter
5-11%

Central Offi
3, 7%

On premise
10- 23%

Figure 28: Location of Edge computing infrastructure.

54 Technol ogi es

uGoentp uftarn ged g e

After discussing in previous sections, the type and location of 5G Edge Computing
infrastructure, this sectiondelves into the specific technologies underpinning such

deployments, asable4 illustrates.

Table 4: Main technologies adopted in Edge computing deployments by each project.
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