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Abstract 

This document reports the design and prototype implementation of the SliceNet Plug & Play Manager, 
as the lifecycle coordinator of the Plug & Play control features deployed within the SliceNet cognitive 
management platform. The evolution of the Plug & Play approach is largely described in the document, 
to present how it has been enhanced towards the support of truly programmable and per-slice 
customized control and management logics within the SliceNet management framework. Following a 
cloud-native approach leveraging on microservices architectures, containerized applications and 
serverless functions, the Plug & Play Manager aims at making the whole SliceNet cognitive 
management platform more and more flexible and ready to cope with highly dynamic and 
heterogeneous requirements imposed by 5G technologies, services and vertical industry. From a 
software prototype perspective, the Plug & Play manager allows to dynamically deploy per-slice 
applications within the SliceNet cognitive management platform for slice tailored control and 
management purposes as containerized applications in Kubernetes clusters and as serverless 
applications in OpenWhisk environments. 
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Disclaimer 

This document contains material, which is the copyright of certain SliceNet consortium parties, and 
may not be reproduced or copied without permission.  

All SliceNet consortium parties have agreed to full publication of this document. 

The commercial use of any information contained in this document may require a license from the 
proprietor of that information. 

Neither the SliceNet consortium as a whole, nor a certain part of the SLICENET consortium, warrant 
that the information contained in this document is capable of use, nor that use of the information is 
free from risk, accepting no liability for loss or damage suffered by any person using this information. 

The EC flag in this document is owned by the European Commission and the 5G PPP logo is owned by 
the 5G PPP initiative. The use of the flag and the 5G PPP logo reflects that SliceNet receives funding 
from the European Commission, integrated in its 5G PPP initiative. Apart from this, the European 
Commission or the 5G PPP initiative have no responsibility for the content. 

The research leading to these results has received funding from the European Union Horizon 2020 
Programme under grant agreement number H2020-ICT-2014-2/761913. 
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Executive summary 

SliceNet defines and implements a cognitive management platform for 5G networks that aims at 
delivering vertical-tailored and Quality of Experience (QoE) driven network slices and services. SliceNet 
fulfils heterogeneous vertical requirements by means of highly programmable network slice control 
and management logics. As one of its core principles, SliceNet implements a Plug & Play control 
framework that was originally defined to enable high degree of vertical driven customization of end-
to-end slice runtime control, with tailored exposure of control primitives towards verticals.   

With the aim of achieving a highly programmable and on-demand slice control and management 
architecture, while going beyond current practices based on monolithic and all-in-one frameworks that 
supervise and control from a single point a various and heterogeneous plethora of services, 
technologies, resource domains, vendor solutions, SliceNet has revised and enhanced its Plug & Play 
paradigm. The new goal is to combine in the SliceNet system architecture the traditional cross-slice 
and cross-service management functions with more programmable, cloud-native oriented and 
granular per-slice logics that can help in achieving and addressing heterogeneous requirements 
imposed by verticals and Digital Service Providers. In practice, the original Plug & Play approach, mostly 
oriented towards customization of control exposure towards the verticals, is now enhanced for having 
per-slice differentiation of control and management logics within the SliceNet cognitive management 
platform itself. 

In this context, the Plug & Play Manager becomes the main enabler and lifecycle coordinator for all 
those per-slice control and management applications that can be containerized, deployed and 
configured to be part of the SliceNet cognitive management platform and therefore achieve a 
customized and fine-granular control and management architecture. The Plug & Play Manager 
leverages on microservices architectures and container orchestrators to manage, beyond the original 
Plug & Play control instances, SliceNet control plane services, QoE optimization applications and data 
analytics functions as per-slice containerized applications to be deployed within the SliceNet platform 
according to slice requirements and capabilities required by verticals and Digital Service Providers. In 
addition, as a further cloud-native evolution of the SliceNet system architecture, serverless 
applications are also integrated as part of the new Plug & Play approach to run short-lived cognition 
applications (e.g. for QoE monitoring or data analytics) following the Function as a Service paradigm. 
All of these are integrated in the Plug & Play Manager design, that provide common and unified 
lifecycle management of these per-slice control and management applications, hiding the complexity 
of their deployment and configuration.  

The software prototype of the Plug & Play Manager is released as open source and is able to manage 
the deployment and configuration of per-slice control and management containerized applications in 
Kubernetes clusters, as well as of serverless applications in OpenWhisk Function as a Service platforms. 
A single Plug & Play Manager software prototype therefore applies to both deployment models of the 
SliceNet system architecture, and can be deployed at both the Digital Service Provider and Network 
Service Provider levels. 
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1 Introduction 

1.1 Motivation and scope clarification 

SliceNet defines and implements a cognitive management platform for 5G networks that aims at 
delivering vertical-tailored and Quality of Experience (QoE) driven network slices and services. SliceNet 
fulfils a wide set of heterogeneous vertical requirements by means of highly programmable network 
slice control and management logics. As one of its core principles, SliceNet implements a Plug & Play 
control framework that was originally conceived to enable verticals having direct runtime control of 
their end-to-end slices on top of a tailored slice view.  

More than that, this Plug & Play control approach has been evolved towards a more comprehensive 
programmable and on-demand slice control and management paradigm that goes beyond the runtime 
slice control exposed to verticals. The SliceNet Plug & Play in its enhanced definition embraces all the 
per-slice control and management applications that can be deployed to customize and specialize the 
slice management logics. 

Therefore, the SliceNet Plug & Play features include not only the planned runtime tailored control 
instances and functions offered to verticals, but also those additional per-slice control and 
management applications that reside within the SliceNet management platform and enable 
customized and vertical-oriented slice management. This approach applies to both Network Service 
Provider (NSP) and Digital Service Provider (DSP) levels, and makes the whole SliceNet management 
platform even more programmable and agile. For each given slice, a set of dedicated control and 
management functions are exposed to verticals as a way to offer them tailored slice runtime control, 
while other per-slice applications are deployed at runtime to support the programmable operation and 
maintenance of 5G network slices and services from DSP and NSP perspectives. 

This evolved of Plug & Play architecture highly leverages on the original Plug & Play microservices and 
cloud-native approach, and enables the evolution of current monolithic management architectures 
towards specific per-slice and per-purpose management logics, in line with current trends in the 
telecom industry for highly programmable and dynamic network and service management frameworks 
in support of 5G networks and slices. In this context, the Plug & Play management functionalities allow 
to manage the lifecycle of these vertical-oriented and internal SliceNet platform per-slice control and 
management functions as containerized applications through a common and unified approach. In 
particular, as shown in Figure 1, the Plug & Play Manager is positioned in the orchestration sub-plane 
within the SliceNet system architecture, and under the coordination of the Service and Slice 
Orchestrator (SS-O) it enables the deployment of several per-slice control and management 
applications, including:  

i. Plug & Play control instances, exposed to verticals to offer them customized runtime control 
primitives and tailored end-to-end slice views 

ii. SliceNet Control Plane Services, as part of the SliceNet NSP level platform and providing slice-
level runtime control primitives for internal use in the cognitive control loops 

iii. End-to-end QoE monitor and data analytics applications, as part of the per-slice customized 
and vertical-oriented cognitive features within the SliceNet DSP level management platform 

iv. End-to-end QoE optimization applications, to apply vertical and slice specific end-to-end 
optimization logics as part of the cognitive control loop within the SliceNet DSP level 
management platform 
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Figure 1 Plug & Play management within the SliceNet system architecture 
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2 Lifecycle Management of Slice Control and Management 
Functions 

Traditionally, the network management systems used by network operators and service providers to 
deploy services for their customers are based on monolithic and all-in-one frameworks that supervise 
and control from a single point a various and heterogeneous plethora of technologies, resource 
domains, vendor solutions. Recently, this approach is being overcame by the adoption of more 
programmable and softwarized solutions, leveraging on the NFV and SDN software networks 
principles, which enable abstraction and unified control and management procedures and APIs with 
the aim of avoiding any vendor lock-in for network operators and service providers. 

However, this software-based transformation still has to be completed in operational networks and 
environments. And 5G is already challenging the NFV and SDN paradigms and software networks 
management solutions as it opens to new vertical oriented requirements on the one hand, and to a 
completely new mobile network architecture and functional decomposition. In addition, network 
slicing put more and more requirements in terms of programmability, flexibility and performances for 
the control and management of vertical slices with very divergent needs in terms of QoS. 

This requires a paradigm shift in how the network and cloud infrastructures (both physical and 
virtualized), services and network slices are managed and controlled to follow the dynamicity and 
highest granularity of verticals and end user services. In particular, the transition from current all-in-
one control and management frameworks towards more granular (and possibly distributed) per-slice 
functions would allow to ease the fulfilment of diverse vertical requirements by relying on simpler 
control and management logics for the control and management of a subset of infrastructure 
resources and network domains, services, among those at disposal and deployed by network operators 
and service providers. 

This vision matches the SliceNet view for the lifecycle management of slice control and management 
functions. Indeed, besides its original scope defined and described in deliverables D2.3 [1], D2.4 [2] 
and D4.1 [3], the SliceNet Plug & Play (P&P) principle is extended to also cover the customization of 
per-slice control and management functions to be deployed on-demand as part of the Network Service 
Providers (NSPs) and Digital Service Providers (DSPs) management frameworks. Therefore, while in 
D2.3, D2.4 and D4.1 the P&P features were oriented to expose a tailored slice control to verticals, now 
we apply a similar approach for those per-slice control and management functions that are not 
exposed to verticals but are integrated in the NSPs and DSPs management frameworks to implement 
more granular, scalable and isolated logics at the slice level. 

The following sub-sections briefly first introduce how network slice control and management is 
currently tackled by existing (or under development) solutions in the state-of-the-art, and then 
describe the SliceNet vision and solution as enabled by the P&P approach. 

2.1 Current trends and approaches in the state-of-the-art  

The brief survey on current existing solutions for slice control and management reported in this section 
is split in three different main categories: i) solutions adopted in other 5GPPP Phase 2 and Phase 3 
projects, ii) solutions adopted by open source frameworks, iii) solutions adopted by relevant 
telecommunication industry players. 

2.1.1 5GPPP Phase 2 and Phase 3 R&D Projects 

A thorough analysis of relevant R&D projects solutions with respect to the SliceNet P&P approach was 
performed in deliverable D4.1. While in D4.1 the focus of this analysis was on how these projects were 
tackling runtime control exposure of the provisioned services and slices, some more considerations 
are now required for what concern their approaches in control and management of slices within their 
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application level only, while the 5G-MEDIA platform itself does not support any per-slice control and 
management runtime function. 

In addition to these 5GPPP Phase 2 projects, other three Phase 3 projects are relevant to this analysis 
in terms of their solutions for control and management functions for end-to-end slices spanning 
multiple domains and sites in support of vertical trials and experiments: i) 5G EVE, ii) 5G-VINNI, iii) 
5Genesis. 

5G EVE [9] is building a truly integrated end-to-end 5G experimentation facility, where the validation 
services offered by four sites (France, Greece, Italy, Spain) are exposed to verticals and their 
applications as a unified platform service. An interworking framework has the role of abstracting the 
specific logics and tools available in each site, exposing the whole multi-site infrastructure through a 
unified and site-agnostic information model towards the upper layers of the 5G EVE architecture. The 
whole 5G EVE architecture, especially the internals of each site facility and the interworking 
framework, is highly leveraging on the ETSI NFV MANO architecture and principles for the provisioning 
and execution of the vertical experiments, following a hierarchical approach at the interworking level 
to coordinate the heterogeneous management and orchestration tools at each site. At the time of 
writing, 5G EVE does not foresee any per-slice or per-experiment control and management function 
that is meant to be operated at runtime at either the level of the site facilities, the interworking 
framework or the integrated portal. 

 

Figure 2 5G EVE multi-site interworking approach (source 5G EVE D3.1 [10]) 

 

5G-VINNI [11] is developing an end-to-end 5G facility that can be used to first demonstrate the 
practical implementation of infrastructure to support the key 5G KPIs, and then to allow vertical 
industries to test and validate specific applications that are dependent upon those KPIs. In its 
management and orchestration architecture, 5G-VINNI leverages on the ETSI NFV MANO architecture 
and procedures to apply a recursive approach to manage the lifecycle of services and resources at two 
different levels: i) at each facility in the 5G-VINNI infrastructure, ii) at the end-to-end level towards the 
vertical customers to enable their experiments. At the time of writing there is no evidence of the 
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intention in 5G-VINNI to follow any per-slice approach in the implementation of slice control and 
management functions on top of its ETSI NFV MANO based management and orchestration. 

 

Figure 3 5G-VINNI end-to-end Management and Orchestration (source: 5G-VINNI D1.1 [12]) 

5Genesis [13] is designing and developing and end-to-end facility to support 5G experimentation for 
the validation of 5G capabilities and 5G KPIs for different services coming from various vertical 
industries. This is performed over an integrated infrastructure composed by five experimentation 
platforms in Athens, Berlin, Malaga, Limassol and Surrey, providing common access framework for 
verticals, alignment with relevant 5G standards and multi-domain end-to-end orchestration. The 
5Genesis reference architecture, as shown Figure 4, follows a classical layered and modular approach, 
and its management and orchestration layer is aligned with ETSI NFV MANO functionalities and 
architecture decomposition. In particular, network slice and NFV management features are defined as 
monolithic components, with no evidence of per-slice dedicated runtime control and management 
functions [14]. 

In summary, most of these relevant 5GPPP Phase 2 and Phase 3 projects still lack of supporting a truly 
dynamic and per-slice programmable lifecycle of slice control and management functions. This is 
mostly due to the fact that all of them are aligned (in few cases fully) with the ETSI NFV MANO 
architecture and procedures for the management and orchestration of network slices. However, as it 
is actually the case of SliceNet (as described in section 2.2), this should not have prevented having a 
combination and integration of traditional monolithic orchestration and management functions with 
per-slice functions to be activated, configured and operated independently for each vertical slice. 
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Figure 4 5Genesis overall architecture (source: 5Geneisis D2.2 [14]) 

2.1.2 NFV and network slice management open source frameworks 

Most of the R&D projects mentioned in the previous section make use of existing open source 
frameworks for what concern the implementation of their NFV and network slice management 
platforms. Similarly, the use of open source projects and tools at large is the preferred strategy for 
many European network operators and vendors as a cheaper and faster way to implement proof-of-
concepts for 5G services and network slicing. Two of the most relevant, widely used and de-facto 
standard NFV and network slice management open source frameworks are certainly Open source 
MANO (OSM) and ONAP.  

OSM [15] is an operator-led ETSI community that is delivering a production-quality open source MANO 
stack aligned with ETSI NFV Information Models and targets to meet the requirements of production 
NFV networks. OSM is widely used in the European research community (including R&D projects), and 
aims at providing the ETSI NFV MANO reference implementation. Currently, in its Release 5 [16], it 
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supports ETSI NFV standard northbound REST APIs and provides slice management functionalities 
based on 3GPP specifications and models.  

ONAP [17] is being developed under the umbrella of the Linux Foundation, is mainly supported by 
AT&T, and aims at providing a global and massive scale (multi-site and multi virtualized infrastructure) 
orchestration capabilities for both physical and virtual network elements. ONAP provides a common 
set of northbound REST APIs that are open and interoperable, and by supporting YANG and TOSCA 
data models it simplifies integration with multiple Virtualized Infrastructure Managers, VNF Managers, 
SDN Controllers, and even legacy equipment. As a main difference with respect to OSM, it does not 
yet support ETSI NFV REST APIs and data models, while it is closer to service definitions from TM Forum. 
In the latest upcoming Release 4 Dublin [18], ONAP also provides initial support for network slice 
management and orchestration.  

Both OSM and ONAP are evolving in the direction of implementing highly dynamic, scalable and per-
purpose (i.e. per-service, per-slice, per-function) control and management logics. They can be already 
installed and deployed as decoupled microservices running in containers, thus looking towards cloud-
native deployments and environments. Moreover, it is clear in their development roadmap the target 
of becoming ready for managing and orchestrating 5G services and slices in a truly programmable way 
evolving the monolithic (ETSI NFV) MANO approaches. 

2.1.3 Trend in the telecommunication industry 

The telco industry is more and more approaching cloud-native solutions to meet the extremely 
dynamic and agile capabilities of 5G networks. The high degree of programmability 5G networks will 
bring are imposing telecom operators and service providers to investigate on new control and 
management architectures able to fulfil and benefit of such a flexible paradigm. Cloud-native 
architectures can help to enhance traditional network and service control and management monolithic 
systems, as they radically reduce the costs of building and operating systems at scale. Moreover, they 
dramatically shorten time to market and accelerate the innovation by allowing developing, testing, 
deploying, and independently scaling stateless service components with well-defined functionality 
rather than stateful monolithic, multi-functional services. As 5G networks start taking shape of a 
commercial reality, it becomes increasingly clear that the future of 5G networks is going to be cloud-
native [19][20].  

In the telco domain, applications are created for data, control and management planes processing. 
Due to critical processing requirements, applications deployed in the telecom clouds should be 
resilient, offer ultra-high performance, very low latency, extreme scalability and be real-time or close 
to real time to fulfil the end-user and vertical requirements. Therefore, with 5G, these data, control 
and management plane applications should be stateless (which makes them fault tolerant and 
scalable), employ the microservices architecture (minimal configuration at each component with 
minimal dependencies), capitalise on containerisation technology (faster, lighter), easy to orchestrate 
automatically via intent based policies, and last but still of key relevance, fully embrace mature open 
source software. All of these are features common to any cloud native service.  

In line with these considerations, some of the key telco players are already evolving their solutions and 
products towards cloud-native architectures. It is the case of Ericsson, which is looking at cloud-native 
telecom applications as the key solution for its 5G Core set of products, from data to control and 
lifecycle management tools [21]. Following this approach, Ericsson is looking at agility, flexibility and 
programmability offered by cloud-native software platforms based on microservice architecture for 
easing the automated orchestration and co-existence of its 5G Cloud Core solution with 5G New Radio 
(NR) Stand-Alone (SA) and Non-Standalone (NSA), 4G, 3G and 2G accesses technologies.  

On the telecom standardization side, several Standard Development Organizations (SDOs) are also 
looking to new programmable paradigms for the definition of next generation network control and 
management architectures. As a relevant example, the ETSI Zero touch and Service Management 
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(ZSM) Industry Specification Group (ISG) [22] was created early in 2018 by major telco industry players 
around the world with the objective of looking at cloud-based network infrastructure and functions 
and leverage on cloud-native principles to define a new way of network and service management and 
orchestration able to meet the challenges introduced by 5G. Full automation in network management 
and operation is currently targeted by ETSI ZSM in its architectural work item ZSM-002 [23] that is 
defining the Zero-Touch Network and Service Management architecture leveraging on a Service Based 
Architecture (SBA) design where loosely coupled pluggable intra and inter domain management 
services and applications interoperate through an integration fabric that facilitate their 
communication offering service registration and discovery features. This ETSI ZSM approach enables 
to implement network and service management applications as microservices, inline with the cloud-
native principles.  

2.2 The SliceNet vision 

The complexity of 5G network infrastructures and services require extremely agile and programmable 
management, control and orchestration functions and logics in order to deliver slices to verticals with 
proper QoS and QoE requirements. This means that per-slice, per-service and per-purpose control and 
management functions are needed within NSPs and DSPs management platforms to decouple the 
logics (in terms of actions, decisions, analysis) to be applied for heterogeneous slices with very diverse 
objective functions in terms of performances and Service Level Agreements.  

 

Figure 5 Traditional monolithic management approach (a) vs. SliceNet approach (b) 
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SliceNet follows this direction by implementing a management platform where traditional monolithic 
cross-slice management and orchestration functions are combined with per-slice and per-service 
functions that are activated, configured and operated within the NSP and DSP management platforms 
only when needed and with the aim of fulfilling the specific needs of (and agreements with) verticals 
and customers. The main enabler of this innovative approach is the SliceNet P&P solution, which is 
now evolved and enhanced with respect to what originally designed in deliverables D2.3, D2.4 and 
D4.1. In particular, the P&P Manager is still the lifecycle manager of the P&P control functions deployed 
and exposed to verticals to offer them tailored runtime control of their slices and services, and in 
addition it becomes responsible for the ad-hoc deployment of additional P&P control and management 
functions that have internal scope to the NSP and DSP (thus are not exposed) and that allow to 
distribute the complexity of slice management over multiple atomic and decoupled functions. 
Moreover, this extended scope of the SliceNet P&P allows to implement (at least part of) the slice 
control and management functions as decoupled microservices running in containers, as shown in 
Figure 5, going in the direction of a cloud-native management paradigm, where distributed and 
scalable management logics are applied. 

This evolution applies at both NSP and DSP levels, as detailed in the next chapter, and allows to have 
per-slice and per-service functions to be dynamically used for both runtime control (i.e. related to the 
SliceNet control plane) and cognition purposes (i.e. related to the SliceNet cognition sub-plane). For 
what concerns the slice cognition capabilities and functions in particular, this evolved P&P approach 
allows to easily implement and support within the NSPs and DSPs platforms diverse cognition schemes 
(in terms of machine learning algorithms, data analysis mechanisms, etc.) for different verticals and 
slices. In addition, the plug of new machine learning algorithms (or in general new per-slice control 
and management functions), becomes easier as it does not disrupt the lifecycle of other slices. 
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3 Plug & Play Manager: Principles and Objectives 

SliceNet provides a cognitive management framework for end-to-end network slices, aiming to deliver 
truly customized and tailored services to verticals. This translates into the need of a highly flexible, 
dynamic and agile management and orchestration approach, capable to adapt and fine-tune its slice 
and service control and management logics to heterogeneous vertical requirements. Following this 
direction, the SliceNet P&P approach was initially targeting the customization of slice control exposure 
towards verticals, through an innovative combination of tailored control functions, APIs and tools to 
be offered to verticals to let them plug their own control logics and specialize their slice instances 
according to their needs.  

On top of that, this P&P principle has been extended towards a per-slice customization of the SliceNet 
control and management functionalities. This aims at achieving higher flexibility, dynamicity and agility 
within the SliceNet cognitive management framework for providing vertical-tailored and per-slice 
control and management functions within the SliceNet platform. In this context, the P&P Manager 
represents the lifecycle orchestrator of this combined customization of vertical-tailored slice control 
exposure, and internal per-slice control and management logics. 

Following the mapping between the SliceNet reference architecture introduced in section 1 and the 
business roles (i.e. NSP, DSP and vertical actors) defined in D2.2 [24], the P&P Manager fits in both the 
NSP and DSP flavours of the SliceNet cognitive management framework. Figure 6 shows the SliceNet 
system architecture at the NSP level; here, the P&P manager is part of the orchestration sub-plane in 
the NSP management plane (that includes the cognition, information and monitoring planes as well) 
and takes care of the lifecycle of the SliceNet control plane services. As defined in D4.3 [25], the 
SliceNet control plane services provide per-slice runtime control logics and allow fulfilling cognition-
driven closure of the control loop by exposing common APIs to hide the complexity of the underlying 
5G infrastructure from a management perspective. In particular, the QoS control, Inter-PoP 
Connection (IPC) control and Network Function control services are managed by the P&P Manager as 
per-slice control and management tools that are deployed when needed as containerized applications 
following the P&P microservices approach defined in D4.1 [3]. Their deployment is subject to the slice 
capabilities required by the vertical, and is driven by Service & Slice Orchestrator (SS-O) at the slice 
instantiation phase. 

Similarly, Figure 8 shows how the P&P Manager fits in the SliceNet system architecture at the DSP 
level. In this context, the P&P Manager covers two orthogonal features: i) lifecycle management of the 
P&P control instances offered to verticals, ii) lifecycle management of per-slice cognition functions. 
The former aspect reflects the original scope of the SliceNet P&P principles and features, as described 
in D4.1 and refers to the orchestration of the tailored control exposure capabilities offered to verticals 
through dedicated per-slice control instances. On the other hand, the latter aspect is part of the 
extended SliceNet P&P approach, and allows within the DSP flavour of the SliceNet management 
framework to activate per-slice specific cognition features, including custom machine learning 
algorithms, QoE monitors and QoE optimization functions, on-demand and only when needed 
according to the capabilities required by the vertical. 

 












































































