[bookmark: _GoBack]New type of processing devices known as ‘neuromorphic hardware’ implement spiking, i.e. event-based, neuronal networks on chip. This hardware enables event-based and thus sparse and low power processing of AI workloads on nodes in the network, both on the edge (i.e., close to sensors and actuators), and in central computing units, where AI algorithms can enable sensor fusion, situation awareness, orchestration of computational processes, and monitoring for safety and reliability.  
Computing in neuromorphic hardware is performed by artificial neurons realized in special-purpose digital circuits that can be inter-connected with static and plastic synaptic connections in neuronal networks with different topology, such as feedforward networks, networks with feedback and lateral connections, convolutional or kernel-based networks, recurrent and small-world networks, etc. Adaptive topologies, such as self-organizing maps or neural gases, are also possible.
Neuromorphic hardware opens a possibility to explore the space of neuronal algorithms for solving AI tasks more efficiently, i.e., with low power and low latency, which is particularly advantageous in distributed sensing and IoT applications. The event-based, asynchronous processing character of the neuromorphic hardware allows networks, which take advantage of it, to use temporal information in a continuous manner, without predefined sampling rates. Adaptive topology, in its turn, allows to treat spatial characteristics and measured values in a continuous way too, without predetermined resolution for representing physical variables.    
While neuromorphic devices are being developed in academic labs, large companies and SMEs, in order to deploy this hardware and integrate it seamlessly in a broader context and with other devices in an IoT or sensor networks, research and development is needed in the following domains:
· Seamless interfaces to a variety of sensors and actuators of the edge devices. Neuromorphic hardware can receive direct measurement signals from the edge sensor devices. Sampling frequency and resolution of representation can be subject to learn and adaptat in the neuronal network on chip and does not need to be set a-priori, avoiding inefficiencies of rigid representations in digital data streams. General-purpose interfaces to variety of sensors need to be developed to achieve maximally efficient sensing. Similarly, on the actuation side, high rate of control signals can be avoided using event-driven adaptive control strategies, that directly use the output of the overall AI system running on chip. Interfaces to different actuation modalities (i.e. motors, displays, sound and light systems, etc.) need to be developed.
· Seamless integration with network devices, support for event-driven communication protocols. Currently, neuromorphic hardware is studied and validated in isolation, using recorded data or direct connection to a single sensor (such as, e.g. Dynamic Vision Sensor) and a robotic actuator. In order to enable deployment of neuromorphic hardware at scale, such as in large networks of interconnected smart devices, communication protocols between neuromorphic processors and network infrastructure need to be developed.
· Event-based algorithms for AI loads. Today’s AI research is dominated by Deep Learning – multilayer perceptron networks with different topologies, trained with back propagation. Such networks can effectively represent complex, i.e. high dimensional input-output mappings, if they are trained with a sufficient amount of data, characteristics of the task domain. Many tasks in the field of distributed sensing, smart spaces, or IoT go beyond classification of predefined patterns and include sensor fusion, mismatch detection and error estimation, knowledge representation, relational inference, online calibration and adaptation, or motor control, to name just a few. A broader set of neural-network based algorithms can be explored in neuromorphic hardware that use both the on-chip plasticity and fine-grained reconfigurability of this hardware, and profit from efficient computing.  Algorithms for such tasks as semi-unsupervised learning of spatio-temporal patterns and anomaly detection, sensor fusion, calibration, situation analysis, planning, or decision making need to be developed and benchmarked in real-world situations on physical systems. 

