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TENTATIVE: TOWARDS A NEW STRUCTURE (work in progress – do not touch yet).

2.	System Architecture and Control
2.1	General Vision and Concept (user-centrism, any resource, programmable system with some unknowns)
2.2	Virtualised Network Control for Increased Flexibility (as a glue)
2.3	User-Plane Evolution? (for Performance? For Efficiency? Without “for”?)
2.4	Deep Edge, Terminal and IoT Device Integration (side-link per def., cooperative mode)
2.5	Rich User Services (per user slice) and Resource Management
2.6	Evolution of NFV/SDN and AI/ML-based System Evolution
2. [bookmark: _Toc33464237][bookmark: _Toc511140283]Network Architecture and Control	Comment by Author: Dirk, Holger, Artur
Towards Smart Networks
Beyond 2020, we envisage a network- and human-centric world, based on a comprehensive network model and architecture for control which leverages the most innovative and promising research elements of the Network community of the last years. 
This Smart Networks concept builds on the required scientific advances in the areas of physical sciences, logical sciences and key enabling technologies and aims to provide a coherent framework in support of:
· Integrated Connectivity, Computing and Control (the 3Cs).
· Converged fixed and mobile networks, integrating the 3Cs.
· Improved coverage and reduction of white spots.
· Support of hyper-converged overlays.
· Hundreds of trillions (1014) of connected, active, devices and terminals.
· Massive numbers of tailored cost-effective services
· Automated and greatly cost-reduced network operation.
· High societal, vertical, autonomous and cross-sector penetration: Energy, transport, health, entertainment, security, industry, aerospace and many other sectors relying on this infrastructure.
· Multi-sensorial interfaces, multi-environment and wearables.
· Reality enhanced with virtual and augmented reality.
· Support of drone fleets and autonomous vehicles.
Smart Networks will be a key enabler of all the other application domains in higher layers, which are built on top of high-performance communication systems and networks.
[image: ]
Figure 1 [bookmark: _Ref510784438]The Smart Networks concept

The vision of Smart Networks is a network based on a single, unifying control framework spanning any resources a tenant is authorized to control, including from previously separate and heterogeneous domains, e.g. enterprise and telecom networks, virtual and physical, data centers and routers, satellites and terrestrial nodes, etc. The unifying control framework should allow for instantiating and executing any control architectures, constrained by well-defined limits to the execution of each individual control architecture (Figure 1).
Key challenges the Smart Network control layer must solve are the aspects of control over multiple general-purpose, distributed, network control operating systems; the availability of powerful abstractions to resources to services; new naming schemes for virtualised resources; dynamic and automated discovery; intent-based open APIs and highly configurable policies to control the resource and service access and dynamics; isolation of application’s execution environments and performances; a high degree of automation and support of self-* principles (self-driving networks).
The future network infrastructures implementing the Smart Networks concept will make large use of the existing AI/ML algorithms as well as propose new, network-suitable, distributed AI/ML, to implement data-driven closed control loops that can enable cognitive (at first) and intuitive (then) network behaviour. The training and validation of such technologies require the availability of cross-technology and cross-sectorial datasets that do not exist yet. The networking research community needs to build those datasets, agreeing how they are generated, accepted and accessed.
For the Smart Networks we aim for comprehensive network control intelligence capable of handling the future communication network technologies. Hence, it is strategic to:
· Build the cognitive and autonomic network service end-to-end orchestration based on network and non-network functions and datasets (typically from the vertical application layer and beyond the mere communication aspects);
· Allow dynamic pooling of local resources from diverse participating devices;
· Offer programmable analytics to the application layer through open interfaces;
· Support and instantiate more and more service intelligence at the edge as well as across cores.
The vision laid out hereupon transcends and concretises the previously proposed concepts of 5G network slicing, application-centric infrastructure and application-driven networking in that:
· It is not limited to 5G in particular or to mobile networks more generally, but rather aims at machine-aided, end-to-end, fine-grained and native service deployment “over everything”, including at larger and varying scales and for different purposes;
· It is not limited to a single domain of any kind, but rather advocates a per tenant view, where a tenant can pool together and use any resources available to this tenant. As such, a tenant can be a physical network provider, any MVNO or a syndication of different stakeholders agreeing on common policies and needs (e.g. so-called vertical industries), or it can be a single terminal, an application type or an application on a terminal;
· It is not limited to a vision and does not stop at current enablers like SDN and NFV, but rather asks for a solution to set of problems defined in this text to be able to realize the vision in really deployable infrastructures.

The following subsections discuss different fundamental problems that have been identified, as well as their related implications, in respect to future research challenges in Network Control.

[bookmark: _Toc509511047][bookmark: _Toc33464238]Virtualised Network Control for Increased Flexibility	Comment by Author: Elisa, Franco, Martina, Carlos, Dirk, Jorge, Artur
The Internet of the future will be a complex planetary system made of multiple physically interconnected elements, logically broken in separate islands, each possibly applying different security policies, routing mechanisms, access mode to application services. Resources will be configured and orchestrated dynamically to match the requirements of services running on the network.
A massive number of devices will be connected and will generate very large quantities of data. Useful insights will be generated based on the automatic analysis of all that data. The infrastructure that supports society will also be connected to the Internet, which will improve the effectiveness and efficiency of its operations.
The expected outcome of these trends will imply that the upcoming network will have to be interconnected to the Internet economy and to the cyber-physical infrastructure, and address security threats, in a world, where AI/ML will be widely used. Open standards will be required, and governments will have to impose limits and regulations on the usage of all the data required to drive these new systems. In this context, overcoming the digital divide will be a key driver for technology evolution, and personal freedom and rights will need to be assured across all media.

Separate Decision from Enforcement
A key challenge is to separate enforcement (the ”how” part) from the decision (the “what” part), as well as to investigate the ways, in which the control boundary evolves between the objective (e.g., a number of decisions at a given point in time) and its realisation (e.g., considering the operational limits of realising any decision being made). Future networks need enhanced flexibility in assembling service offerings at runtime by the (virtual) network operator. Therefore, the softwarisation of telecoms is crucial and future research efforts need to converge to consolidate the good results achieved by the scientific community so far.
To address this challenge in a ”not-always fully known environment”, we envision decision modules as software control elements, realising an adaptive control over the resources they manage. Changes in control objectives are reflected in the existing software, which, in turn, can establish additional software elements in order to react to changes in the control objectives. The enforcement, e.g., of flow handling or computation instalment, is realised by the resource owner, possibly self-constrained by objectives imposed by the physical infrastructure and its operational environment. The overall system will nevertheless need to reliably fulfil the service requirements.

Control of Various Virtualisation Layers
In computing, there has long existed a tension between isolation and robustness on one side, and performance on the other side. One example of this tension is the famous debate between Linus Torvalds – advocating for a monolithic kernel – and Andrew Tanenbaum – advocating for a micro-kernel approach.
Starting from these roots, the advances in recent years on cloud-based services and NFV architecture and platforms have moved the community focus on the performance and flexibility offered by compute virtualisation technologies (e.g., Xen, KVM, VMWare, Hyper-V, etc.) when running guests based on general-purpose operating systems. The virtualisation of network and non-network functions has many potential options today, starting from general purpose virtual machines based on Windows, Linux or FreeBSD to the more recent lightweight virtualisation technologies including containers, unikernels (i.e. specialised VMs with single-application function) and minimalistic distributions of general-purpose OSes (OS tinyfication).
The main challenges to solve in this area of research can be briefly summarised in:
· Performance Area (SLA), i.e. design platforms that can support the specification, realisation and runtime adaptation of different performance metrics, taking into account workload type, size of the workload, set of virtual machines sharing the underlying infrastructure, etc. More in details, main challenges exist in:
· Optimising the VNF provisioning time (including up/down/update) which includes the time to implement resource allocation at hypervisors, select the guest and host OS flavours, configure the need for hardware and software accelerators, etc.
· Increasing the runtime performance (achievable throughput, line rate speed, maximum concurrent sessions that can be maintained, number of new sessions that can be added per second) for each virtual function.
· Efficient inter-VM networking solutions that can support the achievement of the required performances.
· Continuity, Elasticity and Portability, i.e. service continuity of virtual functions can be interrupted due to several factors like upgrade progress, underlying hardware failure, unavailability of virtualised resources, software failures, etc. Some of the challenges to study and address include:
· Coupling of virtual functions and applications with the underlying virtualisation infrastructure, e.g. in terms of hypervisor type support, new hardware capabilities (e.g. packets acceleration), etc.
· Service continuity, i.e. to achieve efficient high availability of the virtualisation technologies in use for seamless (with zero impact) or non-seamless continuity of the supported services.
· Service elasticity, i.e. to extend and rapidly adapt service coverage.
· Scalable continuous monitoring, i.e. to collect and process state information from various sources and trigger new service optimisation strategies of the intelligent Smart Networks.
· Security of the virtual functions and applications and their states. Challenges in this area mainly concentrate around the support of multi-tenancy and secure slicing of the infrastructure resources, for which it is critical to
· Guarantee complete isolation across resource entities (hardware units, hypervisor, virtual networks, etc.) and provide secure access between VM/container and host interface, VM-VM or container-to-container communication, etc.
· Quarantine compromised entities while ensuring service continuity for other resources.
· Securely recover from runtime vulnerabilities or attacks and restore the network functions to an operational state.
· Management of the operational aspects of the virtual functions and applications to implement centralised control and visibility, proactive management for dynamic resource allocation, auto-restart in HA model, audit trails, patch management, etc.

[bookmark: _Toc509511048][bookmark: _Toc33464239]Integrated Fixed-Mobile Architecture	Comment by Author: Probable remove OR
Need to rewrite to not be TISPAN-like. We need integration going beyond link-layer technology integration. However, this text can then be moved to another section.
In the mobile and wireless networks, the demand for higher capacity can be achieved by new radio access technologies, diversification of the latter and by spatial multiplex, i.e. by reducing the cell radius and allowing frequency reuse. The latter leads to the well-known micro, pico and femto cell designs. The cell densification has been the main contributor to the tremendous increase of the wireless system capacity over the last generations. However, it also leads to the problem of backhauling, i.e. to the question of connectivity of femto/pico cell base stations to e.g. the mobile core network, the Internet or to other backend services. In principle, the backhaul provisioning has three alternatives, and in practice we expect all of them to be employed:
1. Major case: use optical and copper connectivity, if and as available (e.g. FTTH, xDSL). This is by far the major case for small cell connectivity, as it supports the full frequency reuse in the wireless cells.
2. Typical case for macro cells in rural areas: use dedicated directed microwave links from tower to tower, until some dispatch centre to a fixed network is reached.
3. Specifically, at the edge: use macro-cell’s fronthaul, i.e. another cell’s mobile service, for backhauling. Alas, this approach strongly limits frequency reuse, as many small cells have to share the available bandwidth of the macro-cell, which also cannot be used within the small cells.
4. Rural areas and on open waters: use other possibilities, such as satellite connectivity or HAPS (high altitude pseudo satellites or high-altitude platform stations). Satellites are currently used for backhauling, and the future very high throughput ones will be too, but HAPS have not so far been deployed. In the near future, large constellations of small LEO satellites will be launched and could become a viable backhauling prospect. Major HAPS developments are foreseen. These systems can easier provide coverage in these scenarios, where not very high capacity requirements need to be supported compared to densely populated areas. Note that the data from the satellite is typically sent back to a ground dispatch station, from where on fixed networking is used.
Since the technologies used for backhauling majorly are fixed network technologies, the backhaul problem solution requires a common management and control of both fixed and mobile networks.
Seen from the other direction, as was initiated by e.g. ETSI TISPAN, one could also consider opening the subscriber management and subscriber service systems, which usually exist as parts of mobile systems (e.g. EPC + IMS) and of network access control systems (e.g. NAS/DIAMETER), for any access network technology. In this view, the services made available by the operator over his Core network, should be transparently, i.e. with adequate or equivalent service quality guarantees, made available to the subscribers regardless of the access technology that the subscriber currently uses. This is usually referred to as user-centric networking, as the focus of service provisioning here always lies on the user profile, and never on any specific technology. Instead, any employed technology, be it in the access, the core or the service realisation, must be adjusted and operationally parameterised in a way to provide the same service with equivalent functional and extra-functional properties, as long as possible.
Trying to achieve either of both points above defines the question of fixed-mobile convergence, a slow yet unstoppable trend to fuse previously radically different fixed and wireless networking. Indeed, while the 2nd Generation mobile systems (e.g. GSM) mostly employed typical telecom technologies, and fixed networks were mostly used for data access using TCP/IP networking, this gradually changed with 3rd Generation capable (UMTS) of providing TCP/IP services to the subscribers and the 4th Generation (LTE/SAE) employing the All-IP approach in its own realisation, where the TCP/IP networking represents the common technological base for system realisation and service provision. Besides the All-IP approach, mobile systems have also integrated other, previously fixed network technologies such as network security protocols and methods (e.g. TLS, IPSec, EAP, specifically 802.1X/EAP model, DIAMETER). Nevertheless, even 4G did not follow the early proposals for a user-centric network and remained an operator-centric technology. While it is therefore in principle possible to provide similar services e.g. over xDSL, WiFi and 4G (e.g. Internet access or voice call services) including using the same user identity and credentials, today, the service quality, attributes and features are still rather different. Mobile access, security guarantees, quality of service attributes e.g. are not homogeneously available and sometimes de facto restricted to the tightly integrated, native 3GPP RAN (LTE).
While the technological base therefore is already mostly shared, further convergence of mobile and fixed access would require common operational control of these heterogeneous infrastructures. Indeed, a dynamic and flexible provision of the service to the user according to the user profile would require capability to control the heterogeneous infrastructure elements and systems, so as to operationally change their runtime attributes.	Comment by Author: A possible angle to be developed: a common control of a heterogeneous, changing resource pool.

[bookmark: _Toc509511049][bookmark: _Toc33464240]Slicing and Orchestrators	Comment by Author: Franco, Martina, Carlos, Jorge
Slicing promises a network-spanning (i.e., end-to-end), user-driven customisation of the basic, currently often invisible, network primitives. This translates to several new problem spaces, currently unaddressed, underestimated or completely overlooked in both the industry and academia.	Comment by Author: This is agreed but must evolve in three aspects:

From operator-centric slicing to per user or per app slices
Beyond isolation: dynamic resource control is the main problem (it’s already mentioned, insist on that), possibly also with conflict resolution in federated and decentralized settings
The managed/controlled resource pools cannot be presumed super stable and fully known, if we assume that they are also part of the working of the same type of machinery. The on/off and changing footprint natures should be explicitly worked against.

Network Slicing versus Network Capacity Planning
As network slicing promises a sheer endless customisation of network-spread functionality, it becomes difficult to plan the capacity of network infrastructures in the same way as today. Whereas operators currently use their combined empirical knowledge regarding both infrastructure and the expected service (and its prices), network slicing turns this principle upside-down: while the infrastructure operator remains ignorant of or neutral to the service, the slice owner is expected to translate the service to capacity requirements, an exercise that lacks a reliable general methodology. Incapable of correctly translating service to capacity requirements, slice owners are likely to expect a cloud-like operation model: start small, expand or reduce contracts as you go. The elasticity of the slice therefore is a central requirement. This fact together with the required radical reduction of the service creation time (from 90 days to 90 minutes, as per 5G PPP KPIs) underlines the upcoming shift from planning of the infrastructure to continuous (and likely dynamically adapting) runtime operations on the latter. In simple terms, the network planning is misaligned to network slicing, as, under constraints of the physical deployment, it operates within a completely different time frame. What matters for slicing is runtime (continuous, real-time, hot) management and control. If network slicing wants to succeed in the above sense, the employed technologies must embrace this change and provide mechanisms and practices that feed runtime control over a longer timeframe back into the planning and investment cycle for network infrastructure.
Independently of scale, slicing renders the infrastructure usage and occupation much more diverse and more dynamic. This emphasises the requirement for continuous operation of the latter (real-time management or control). It means that infrastructure control and management are required to handle the dynamics in a new, currently unsupported manner. This includes handling node and service element loads, departures, additions, errors and the like.
Runtime management and control ultimately still drives the longer-term planning that we can see today in networks. In staying with our cloud analogy, the longer-term demand and supply pattern emerging from the many tenants of a data centre still drives the planning, and therefore investment patterns, for sufficient build-out of the cloud. Similar feedback must exist for slicing-based network infrastructure albeit situated in a many point-of-presence nature of resources, utilised over a possibly huge area of requirements on those resources.

Slicing Requires Novel Resource Control Means
With network slicing, the decoupling of the platform delivering the service and the service elements reaches a new level. While IP networking has decoupled services from network infrastructure by putting all services on the same technological foundation (the TCP/IP suite) and by pushing the service logic to the edge, slicing brings additional degrees of freedom in flow processing and combines edge and network in one logical entity; it is possible to have different flow processing logics active at the same time within the same physical infrastructure, usually in the form of software elements (different configurations, different active modules) deployed on top of more generically capable hardware resources. Whereas today’s networks rely on specific flow processing machines (e.g., routers or switches), whose flow processing capabilities are intrinsically linked to the purpose of the device, network slicing breaks this barrier by allowing to define different flow treatments on the same network node and by concurrently reusing the given link for flows of different slices requiring different assurances. This immediately raises a completely new question of a service-independent control of resources per se: as all infrastructure capacities are, in principle, slice-independent, we need a means to make sure that the execution of any slice-specific element on an infrastructure element is durably possible. In other words, while a router routes and a switch switches, and there is hardly anything to verify about that, slicing will require to tell a node to route, while this node is possibly also doing other tasks at the same time. It must be verified that it routes correctly over time despite the task overlap. Classically, control was always something integrated in the service logic (on the respective OSI layer or abstraction level) and directly projected to resources dedicated to delivering (a part of) that service. As the existence and function of the node used to be the same, so was their control. For example, network service errors can be traced to network element errors, by using network service control means. With slicing however, this changes drastically: we need to understand resource control as a new, paramount domain: because a node or link generally does not have a single predefined function (see subsection 8.2), there is a new requirement to allocate, monitor, migrate and execute/run several service elements on a shared, service-agnostic infrastructure node. An additional complexity arises from the insight that a slice function does not generally translate to a single infrastructure element, but can be sustained by capacities distributed over the infrastructure. Due to scalability reasons, most network functions rely on hugely distributed realisations, causing the allocation, extension, monitoring or migration of a network function much more challenging than the question of copying a software state from one node to another.
Challenges on resource control in Network Slicing include:
· Resource control emerges as an initial glue that first allows operators to slice their infrastructures, i.e. as an initial new service that allows to allocate, monitor and remove service elements from sets of nodes and links. To avoid vendor lock-in and to allow truly end-to-end slicing, it is exactly this glue that requires standardisation, and not any domain-specific management interface.
· Resource control must be able to reach out to all infrastructure resources and be capable to check the states and operations of all slice-specific elements on those resources. Besides, the realisation of the resource control itself should follow the insights from above, i.e. it must be distributed over all nodes and support elasticity of itself (compare with subsection 8.2).
· Because of the novel degree of decoupling service elements from the infrastructure, the central problem of slicing is not to make a blueprint, but to be able to execute any requested blueprint on top of a shared, distributed infrastructure composed of different capacities, occupied by loads from other executed slices. Such a distributed guaranteed execution under contention and with concurrency is extremely challenging and, currently, can only be solved on very small scales.

Slicing Efficiency is a Question of Scheduling
A different problem space, intimately related to the efficiency of slicing and the Total Cost of Ownership KPI, opens once one delves into the resource allocation question. Given a blueprint, one must find suitable resources in the infrastructure and make a reasonable long-term allocation of the blueprint on the selected resources (lifecycle as per slice lifecycle). This topic has received a considerable attention under the academic title of ”virtual network embedding”. As a result, both simplified greedy solutions and optimised heuristics (with tunable sub-optimality bounds) to this problem are available. However, the overall resource allocation problem of network slicing is twofold, and the second part is unsolved. This second problem is related to the question of elasticity of slices. More generally, to achieve slice properties not readily provided in the serving infrastructure (e.g., elasticity, but also availability, resilience, latency guarantees, etc.), slice embedding will be usually broader than the purely functional requirements of the blueprint. Therefore, for every entering flow, a simplified, yet more dynamic and online question of the resource allocation problem will arise: which of the suitable function-equivalent infrastructure resources should be involved into the treatment of that flow? This problem is one of job scheduling in the prepared infrastructure. (Note that this cannot be done within the slice, if the infrastructure owner promises (and sells) the extra-functional properties of the allocated slice; in other words, such provisioning will be done in the infrastructure, transparently to the slice owner).
The answer to the question of runtime networked job scheduling is paramount to address the Total Cost of Ownership (TCO) KPI, as a solution to this problem would allow to overprovision slices, without the need to overprovision the underlying infrastructure. The runtime networked job scheduling therefore is the answer to the elastic and dynamic network slicing questions, currently unsolved. Moreover, if an efficient solution to this problem can be found, then network slices can and, for efficiency reasons, should be implemented as dynamic scheduling.
Challenges in this area can be summarised in the following:
· The question of dynamic job scheduling in network slicing is paramount, as it permits both to provide superior extra functional properties of the supported slices and to lower the Total Cost of Ownership. Indeed, the TCO of a slicing implementation using only fixed-quota assignments (meaning that the sum of the resources consumed by all slice instances will define the necessary infrastructure resource footprint) would be horrible, comparable to hardware slicing. The resource assignment problem is a quest for a more efficient infrastructure sharing, including computing, networking and energy resources.
· The answer to the job scheduling in large networked systems requires a lot of fundamental research, to leverage the existing solutions from data centre research and to make them scalable and network-efficient. Because of the fundamental locks known from distributed systems research, the major goal should not be full optimality, but rather efficiency increase: given the size of the infrastructure, 1 % efficiency increase might translate in hundreds of millions of Euros/Watts/additional users/etc.
· The elasticity of slicing has to increase towards subscriber level and even application level. For instance, an application could use different slices with inter-slice handover during its session in order to best utilise the network as well as provide superior quality of service with respect to slice offerings. In the view similar to application-driven networking, an application could also explicitly ask for a “slice” suitable to its needs. This can only be reasonably implemented in public infrastructures like the telecoms, if the provision of the slices is resilient, i.e. secure and dependable.

[bookmark: _Toc509511050][bookmark: _Toc33464241]Evolution of NFV/SDN and AI/ML-based Network Control	Comment by Author: Elisa, Franco, Martina, Carlos, Dirk

This section should shed some light on:
Which role do we foresee for particular “micro-programmability” solutions like P4 or microservices? What about composition of services? Who is handling that?
Different types of resources to be considered, e.g. what about IoT resources? Are they to be considered here or not?
Also unstable resource pools and not fully known environments are to be considered here
What about self-inflicted errors? (How do you protect the NFV/SDN control from the decisions that this controller is taking without limiting programmability)
Merge of the semantics: why do NFV and SDN have to be profoundly different? In an integrated compute/networking environment, shouldn’t we have a more integrated view?
What about AI evolution and AI mutualisation? Does every application have its own AI instrumentation? Which kind of insights will we get this way? How to get more insights (=correlations) by mixing models? How to establish common instrumentation for different models? Are the current AI implementations network-suitable?
AI should not be limited to control or optimization/operations only. With AI, (novel?) system functions can be conceived as well, existing functions/modules could be redesigned. This part is not taken into account yet.
Do we need a separate AI section?

Besides, I fear an overlap with Slicing and Orchestrators, once that section is rewritten in the sense of Resource Management. For now, ignore.
Within the long-term target-picture, there are no network ‘elements’ anymore, but rather virtualised functions, realised by pure software, for which the reliable controllability is key.
Network operators will aim to perform in fully automated manner:
· Instantiation of a complete end-to-end network that includes the RAN, mobile core, transport network, as well as the Data Network. This network may be logically separate and/or isolated for certain aspects like services, users, etc.
· Network services may be incrementally deployed in the operator's network in logically separated and/or isolated manner from the other already deployed services.
· Network services may be deployed and provided to other operators and/or service providers when requested, via open interfaces. This way, other operators and/or service providers can re-sell/extend the provided 5G network services.
· Fast lifecycle management (LCM) of the network automatically triggered based on vendor-independent FCAPS management.
· Plug & Play of new components into a live production network.
· Termination of one or more network service(s), or 5G networks as a whole.
The research challenge in this area is to develop a future network with Full Automation, which reduces and tries to eliminate any human intervention, by leveraging on powerful AI/ML systems to realise a cognitive network.
There is a challenge that AI/ML is seamlessly applied to the network control, to run automated operations of network functions, network slices, transport networks, in an end-to-end scope.
Also, a particularly critical challenge is the possibility to implement predictive behaviours on the network, to make available a network control intelligence capable to prevent the impact of failures, the usage load, etc. and fast adapt network configuration to be always available at the target performance levels requested by the applications.
While such AI/ML-driven or self-driving networking can start using existing AI and ML protocols, algorithms and approaches, it will gradually require network-specific adaptations in two regards. One aspect is the availability of network-typical and network-characteristic datasets for training and validation of any such proposals. Current experience shows that, not only the deployment approaches, but the procedures to train and validate the algorithms, and the architectures they use, are mostly focused on static pattern recognition (e.g. images, sounds, diagnostics of fixed analysis data…) not well adapted to the nature of networks. Another aspect is the extension of the currently mostly centralized AI/ML algorithms to distributed, more network-realistic or network-usable versions. This includes scalability, consistency, consensus and convergence of views in a distributed environment and should address auditability and intelligibility as well. Furthermore, aspects related to security beyond the traditional application of AI as a tool, such as ensuring data flow provenance and distribution within the networked infrastructure, and dealing with AI-enhanced (or amplified or even rooted) attacks are also essential.The call for AI/ML-based network control as a way to implement the concept of fully automated Smart Networks is a must of future communication networks more than a nice-to-have: in fact, the scale of deployments made possible by the function virtualisation, the extreme split in micro-/atomic-functions and the proliferation of more and more functions at the edge are creating network deployments of unprecedented complexity, impossible to manage and control with the actual human-driven decision support tools.
[bookmark: _Toc33464242]Terminal Aspects	Comment by Author: Elisa, Artur, Dirk

To be rewritten:
Need a better integration as an architecture part.
Should mention different types of resources, e.g. IoT devices, different terminals like cars, factories?, possibly other things.
The ideas, visions and mechanisms presented upon are not meant as exclusively network-centric. Rather in contrast, the long-term challenge is to include the terminal and its applications along with the available basic compute and networking capacities, sensory capabilities, situational awareness, quality of experience perception as a possibly crucial part of the future network architecture. In other words, not only should the terminal be adapted to be able to fully exploit the new smartness of the network, but it should become, where suitable, an integral part of the realization of the latter, just like any other infrastructure resource.
Even though not discussed explicitly until now, this vision is corroborated by our explicit claim for multi-domain operations at the infrastructure level as per tenant, the requirement for deeper convergence and the desire to seamlessly fuse IT clouds and telecommunications networks to a common, flexible execution environment expressed above. In our view, terminal or application, whether perceived as a different domain or a part of the network, would need to be better included than it is the case today.
This challenge generalises and transcends the device-to-device communications provisions, the application-driven networking ideas, the swarm intelligence ideas from the IoT sector and the offloading from either terminal to the cloud or, since recently, even vice versa.
A pragmatic evolution path to that vision could start with classical implicit edge-based recognition of ingress flows over a more explicit intent-, hint- or request-based user-to-network interface (UNI) to a full integration of terminal as a resource within the unifying control framework.
Such an integration must be conditioned by suitable governance models for both the device and the data on the latter. Note however that, in essence, this problem already exists with the generalization of app stores on the current smartphone platforms like Android and iOS. In the European cultural canon, naturally, no operations should be done on user device without explicit user consent and continuous user awareness. More general than the privacy aspect, this raises questions of digital sovereignty of our citizens. To address this issues, the user could be seen as a tenant as per discussion above. This discussion should also include suitable notification systems and user interface as key questions in this regard.
[bookmark: _Toc509511051][bookmark: _Toc33464243]Media Access Control	Comment by Author: QUITE SURELY REMOVE
Wireless technology has enormous potential to change the way we live, work, and play over the next several decades. Future wireless networks will support 100 Gb/s communication rates between people, devices, and the ”Internet of Things”, with high reliability and uniform coverage indoors and outdoors.
The shortage of frequency spectrum to support such systems will be alleviated by advances in massive MIMO, mmWave (and perhaps nmWave) and small cell technologies. Caching and computation at network edges (e.g., in base stations and access points) will reduce latency and increase energy-efficiency, enabling real-time data analysis, control and automation. Wireless technology will also enable smart and energy-efficient homes and buildings, automated highways and skyways, and in-body networks for monitoring, analysis and treatment of medical conditions.
Breakthrough energy-efficiency architectures, algorithms and hardware will allow wireless networks to be powered by tiny batteries, energy-harvesting, or over-the-air power transfer. Finally, new communication systems based on biology and chemistry to encode bits will enable a wide range of new micro and macroscale applications. In short, key areas for the future are including: Utilising more spectrum (mmWave) and (Massive) MIMO; rethinking cellular system design, with increased hierarchies and IP support; software-defined wireless networking; and ”smarter” and more agile (cognitive) radios for energy-constrained networks plus including energy harvesting designs. Furthermore, AI/ML will become an essential technique to better exploit the frequency spectrum in use.
The main challenges to be addressed in this field can be summed up into the following top priorities:
· Consolidate the initial research results done in the area of joint use of diverse spectrum, investigating new generation of WiFi in the THz band (e.g. for sensing and communications).
· Strengthen the maturity of Visible Light Communications, which are becoming more promising due to LED lights transmitters available in many places (cars, traffic lights, etc.).
· Model the communication channels in a more comprehensive approach, and address also the uplink, together with the downlink, making use of AI/ML techniques to learn environment and movement patterns and automatically adjust the channel performances
· Optimise network features of the radio and fixed part collectively, in order to efficiently support device to device communications, in-band backhauling, multi-casting/broadcasting to reduce interference via advanced network coding, improve scheduling with proactive scheduling, manage access to the medium to consider context awareness.

[bookmark: _Toc509511052][bookmark: _Toc33464244]Network-Based Localisation	Comment by Author: Probable REMOVE? Any volunteers to extend it to be relevant for a system architecture?
Location-Based Services (LBS) and Real-Time Location Systems (RTLS) market is significantly growing, stimulated by the various networked applications offered to the users by the current networks. Nevertheless, localisation aspects (and especially the business exploitation of both localisation information and derived knowledge) have never been considered thoroughly in the network evolution, but have rather been addressed as a valuable, but still aside, add-on to the main communication services that networks are called to provide.
We call for the ambitious challenge of realising Smart Networks to incorporate by design technologies and APIs to enable location/context-based services and powerful business analytics on top of them as a way to fully respond to the needs of the vertical applications implementing new personalised services for the end-users.
Key challenges in the area of network based localisation include:
· Terminal localisation with sub-meter accuracy. This precision could be required by applications like personal security, infrastructural monitoring (e.g. structural monitoring of buildings, roads, bridges, etc.), etc. it is critical to consolidate the integration of localisation technologies designed into specific subsystems (Wi-Fi, GNSS, Bluetooth, visible light, inertial, etc.) and to enable the collection, interfacing, and fusion of location-based information coming from heterogeneous technologies and subsystems.
· Device-free localisation. The challenge here is to properly design and use a network of sensor radars which are coupled with functions of spatiotemporal analysis of signals backscattered by single and multiple device-free targets (persons, things, and vehicles) and can allow to derive the position information (localisation and tracking) of the target. The work to be done is not only in the integration and processing of the various signals, but also in waveform design to properly obtain localisation accuracy in a given context of propagation, bandwidth, and application. It would be useful to consider mmWave technology to assess the achievable gain in tracking accuracy, as well as to develop innovative algorithms for single and multiple target tracking which make use of signals of opportunity, both radio (such as LTE, DVB, and DAB) and non-radio (i.e. acoustic and visible lights), massive MIMO, etc.
· Spatiotemporal analytics. Analytics are key to provide verticals with elaborate knowledge learned from localisation data. Such analytics will primarily leverage basic spatiotemporal features of individuals or crowds such as presence, position, heading, velocity or trajectory. It is needed to develop analytics that take full advantage of the localisation accuracy and precision to derive useful information on the physical behaviour of individuals and connected objects to support business intelligence, smart intuitive buildings, intelligent transportation, smart management of the parking spaces, or network demand prediction.
· Multi-modal Analytics. In many domains where localisation is a driving technology, the individuals to be localised are associated with a multitude of data (e.g., accelerometer data, mobile application usage, imaging information activity patterns from the network such as HTTP(S) request sequences, etc.). The availability of additional data sources is an important opportunity to complement and enrich analytics, developing more comprehensive AI/ML models. There is the need to develop novel AI/ML models to combine the various data sources, build efficient representation models, and thus discover/detect collective anomalies. Hierarchical architectures for these analytics efficiently splitting the data engines between the core and edge of the network are key to guarantee low-latency, computationally efficient and scalable analytics processes.


[bookmark: _Toc33464245]User-Plane Considerations?? (NAME and NUMBERING TBD)	Comment by Author: Dirk, Alex, Carlos
Particular non-recommended configurations and modes of TCP/IP
Novel TCP/IP transport protocols (e.g. QUIC)
Evolution of TCP/IP (e.g. replace routing, keep transport; or change transport interpretation, etc)
Alternative approaches (completely different ways of having end to end connectivity)




[bookmark: _Toc33464246]SYNTHESIS OF COMMENTS

[bookmark: _Toc33464247]A: Are the basic pitch and the vision laid out in the chapter introduction (page 6) still of any relevance? (topic wise, trend wise, time wise).

Rough Consensus was YES. Some questions:
· Still too focussed in specific use cases/deployments. Something more "innovative" or disruptive is missing.
· Need a „catchy message“, yet avoid buzzwords, instead use (concrete) pain points.
· Clarify the ownership question when it comes to complex environments not under one tenant.
· Should we include more requirements in this chapter?


[bookmark: _Toc33464248]B: Is anything crucial missing there content-wise, in particular wrt the System Architecture aspects? (note the expected evolution from Network to System architecture)

Rough consensus that some parts are missing, e.g.:
· Full "merging" of the concepts of end-device and network-device, that is, blurring that line as much as possible. Something is mentioned about TCP/IP, but not deeply. (end and network devices should have a similar control. This implies further improvements in the SDN part, including the optimization of in-band control (very convenient in this case).
· Need to mention/describe specific basic "control services" (e.g. such as resource discovery).
· Any thoughts about hybrid systems (all nodes directly supporting an SDN/NFV-based architecture? What about e.g. LLNs, 6LoWPAN...)
· Energy efficiency considerations (infrastructure, virtual layer, apps, how to attribute the responsibilities, etc)
· Orchestration of micro-services, network-aware apps, app-aware networks (specifically multi-domain and with federation)
· Data plane considerations? Currently, it reads like smart connectivity = smart control? What about forwarding, transport, etc. No evolution required? Runtime management crosses over from control to data plane but needs to more strongly ask, what we can achieve here with IP as it is. What about e.g. ICN?
· FMC: too much access tech integration. Should turn from the access to a service-rich, DC-like fabric
· NBL: is a technology, which architectural changes can be derived from here?
· Slicing in the current form (3GPP Rel15, lack of any kind of dynamic support) is boring and probably dead-born. Both ONF SDN and ETSI NFV depart from a static resource view, i.e. the pool of resources is stable and resource dynamics are not considered (e.g. on/off, mobility of resources but also load dynamics). We need per-application slice, runtime scheduling of resources instead of fixed isolation.
· Resource definition scope: what about compute storage, data sets e.g. for AI? What about sensors / actuators? What about satellites?
· Risks with or insufficiencies of AI (to be written as challenges, need to be specific to what we are aiming at, i.e. AI as part – e.g. service, function or need – of a future mobile network architecture).
· Continue insisting on “not fully known environments”. This is a good line.
· Emphasize more on the notion of stochastic guarantees.
· Deterministic, reliable, available networking? (there is a new IETF WG now)


[bookmark: _Toc33464249]C: Do you see any crucial gaps in the structure of the Chapter 2?

Rough consensus that there are no crucial gaps in principle, yet:
· The organization is not intuitive.
· Proposal to have a subsection on standardization
· Proposal to discuss the transport issues in a separate section.


[bookmark: _Toc33464250]D: Do you believe that the existing sections are all necessary?

Rough consensus that some sections can be removed in the current content. Concrete proposals:

Rough consensus to remove 2.6. Rough consensus to remove 2.2, 2.5 and 2.7 in the current form.

Rough consensus to rewrite:
· Introduction: needs to be updated
· Section 2.2: Need to go away from pure old FMC or be removed.
· Section 2.5: Rewrite as architectural brick, include terminal, need to sketch possible implications of including terminal into the architecture and on which basis.
· Section 2.7: Rewrite as architectural requirements, or remove

Rough consensus to extend:
· Section 2.1 Is the section mostly aligned with the introduction and its vision. Should be written correctly in more details.
· Section 2.3: should talk more about (dynamic) resource management? (from resource isolation to resource scheduling, i.e. potentially per user or per-app slices)
· Section 2.4: Extend and refine the meaning of AI. Should discuss not only problem of AI, but also try to abstract away from details: if AI is used everywhere, should the implementations be mutualized across the system? Which parts should stay, which can be made available across resources? What about privacy of data? Privacy of decisions? Predictability?


[bookmark: _Toc33464251]E: Which sections would you like to contribute to?

See the comments in the Revision mode above.


[bookmark: _Toc33464252]F: Which other, possibly more general, suggestions do you have that you would be willing to execute?

New conceptual diagram for introduction (Alex)
General review (Carlos)
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