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1. [bookmark: _Toc37227201][bookmark: _Toc37227347][bookmark: _Toc39842779]Introduction (not fully edited yet)

The preparation of Framework Programme 9 (FP9) as part of the next Multiannual Financial Framework of the EU is progressing. The NetWorld2020 European Technology Platform (ETP) and 5G Infrastructure Association (5G-IA), organisations representing more than 1000 entities, representing 5 % of European GDP, are contributing to the definition of research areas especially in the domain of communication systems and networks.
ICT in general and networks (mobile and fixed) in particular is a fundamental enabler of a modern society. The Smart Networks of the future will be the nervous system of the Next Generation Internet and other commercial networks and are the platform for driving the digital transformation. Future communication systems and networks (Smart Networks) are the foundation of the Human Centric Internet. They provide the energy-efficient and high-performance infrastructure on which NGI (Next Generation Internet) and other digital services can be developed and deployed. Smart Networks will apply intelligent software (Artificial Intelligence and Machine Learning – AI/ML)) for decentralised and automated network management, data analytics and shared contexts and knowledge. Such infrastructures are the enabler for the future data economy. By virtualisation and strict policies, they will foster a free and fair flow of data which can be shared whilst at the same time protecting the integrity and privacy of data which is confidential or private: Users should be able to control their environment in the Internet and not be controlled by the Internet.
The United Nations 2030 sustainable development goals [1] require Smart Networks in many different domains using various appropriate communication technologies to support the digitalisation of society and economy in developing and developed countries. The United Nations Broadband Commission for Sustainable Development has set deployment targets for 2025 [2] to underline the importance of communication systems and networks.

1.1 [bookmark: _Toc39842780]Global Megatrends – Societal Challenges

The beyond 5G research and development are unfolding against the background of global megatrends that will shape our world over the coming decades. Megatrends are change-related phenomena and transformative, global forces that define the future world. They have impact on businesses, societies, economies, cultures, and personal lives. Though the COVID-19 pandemic dominates the news, climate change is probably the most topical today, but phenomena including population growth and demographics, increasing environmental pollution or global competition for resources are also current megatrends [Dufva 2020]. The United Nations in Geneve (UNOG), as well as the Government of Norway, have pointed out the challenge of Digital Divide as one of the global challenges [GovNorway 2020]. The governmental report on “Digital transformation and development policy” identified the four barriers to digitalization (i) access, (ii) regulation, (iii) digital competence and (iv) exclusion, as priorities for the government. In a similar matter, USAID has added “last mile connectivity” as the main priority for development policy. From the perspective of digitally empowering the users globally, it should be emphasized that digital inclusion is the catalyst for achieving the UN SDGs, implying that we also need to address how everyone in the society can benefit from basic information in the digital world available free on the web. Furthermore, certain UN SDGs require global cooperation to be successful leaving aside national interests, such as environment and ecological reconstruction, controlling spread of diseases [UN 2019].
The trends identified in the White Paper on Business of 6G and White Paper on 6G Drivers and the UN SDGs [White paper on Business of 6G, 2020; White Paper on 6G Drivers and the UN SDGs, 2020] were taken as the baseline and categorized according to the Quintuple Helix model [Carayannis et al. 2012]. The Quintuple Helix aims to support a win-win situation between ecology, knowledge and innovation, creating synergies between economy, society, and democracy. Identified key megatrends impacting Future Networks are summarized in the Fig. X utilizing PESTLE (Political, Economic, Social, Technological, Legal and Environmental) framework.
[image: ]
Figure 1. Identified megatrends impacting Future Networks, PESTLE (Political, Economic, Social, Technological, Legal and Environmental).

1.1.1 [bookmark: _Toc39842781]Trends related to the natural environment
Arguably the key trend influencing our future is the need for ecological reconstruction: how do we respond to climate change, decreasing biodiversity, the dwindling availability of resources and waste-related problems? Other trends need to be viewed against this backdrop as well. For example, the political system should be able to make decisions quickly – but are they made through centralization of power or inclusive decision-making or political correctness?
Other trends in the natural environment system includes e.g. sustainable materials, which in turn contributes to Innovating to zero and circular economy trends. Towards 2030 companies will shift focus and develop products and technologies that innovate to zero, including zero-waste and zero-emission technologies. While technology offers new solutions for the production of energy it also simultaneously increases the demand for energy. This creates a conflict: to what extent does technology promote ecological reconstruction and to what extent does technology hinder it? 6G net positive impact and sustainability are expected to be through enabling increased efficiencies and improved environmental performance. Technologies of computing will be miniaturized to the extent that they sustain on the power generated through everyday human activity. The everyday activity of walking, jogging and everyday housework could produce energy to support the person’s information devices which in turn would monitor person’s vitals from time to time as well as cater to information and entertainment needs through over-the-top connectivity.
At the same time, environmental awareness among people and companies has increased, reflected in a growing number of people and communities changing their habits and companies taking corresponding actions to offer customer experience. Dissatisfaction with the current measures taken with respect to climate change and biodiversity has motivated a growing number of people to voice their opinions and participate in demonstrations. Responding to the increased environmental awareness requires changes in culture and practices and has been accompanied by a polarization of views.
In the future smart grids are extended to a variety of sectors including electricity, internet and healthcare. All of these are hyperconnected and completely automated. They serve as a middle layer between humans and natural environments enhancing the capabilities of both. These networks have been put together with public-private-personal ownership funding model with a view towards sustainable growth and usage of digital infrastructure.

1.1.2 [bookmark: _Toc39842782]Trends related to the political system
We are moving from multipolar world to a “poly-nodal” world, where strengthening of relational power is vital. In geopolitics the tension between the globalization, networking power and the urgency of the ecological reconstruction is linked to the balance between centralized decisions and the strengthening of inclusion and democracy. Towards 2030 power configuration is transforming from a multi-polarized world to a poly-nodal world where power will be determined in the economic, technological and cultural networks and interaction. Power is determined by relational influence and held not only by states but also by companies, regions, communities and transnational organizations. Societies are struggling to find a balance between quick-moving decision making, community engagement and the reasserting of democratic values and commitments.
Public network funding has traditionally been directed to unserved and underserved areas in terms of broadband access and coverage. Lately support for deployment programs has extended to policy areas, such as smart city community development, worksites and ecosystems (such as harbors and airports), advanced health services, logistics and transport, Smart Cities, public safety and critical infrastructure at length. Smart society builds dependable systems and communication where standardized data is utilized by walled garden platform monopolies across verticals. Smart city focus is extended to rural inclusion. 6G will transform urban and rural living existing at the intersection of geopolitics, growth of nationalism, rights to information transparency and information citizenry. Resource orchestration and configuration relates to the power over development and adoption of innovations and technology that ubiquitously embedded in society and our daily life. Technology is increasingly seen as a geopolitical issue of power and the questions of future resource orchestration power emerge: who will own the continuously accumulating data, who will get to decide on technology, and who sets the rules and regulation.
Access to data and data ownership are increasingly the major factors in value creation, and limiting such access is a means of control. Creating a system that transforms how data is collected, shared and analyzed in real time can create strong drivers for future value, introduce novel stakeholder roles, but may also lead to serious privacy and ethical concerns over the location and use of data. Privacy regulation is strongly linked with the rising trends of platform data economy, p2p sharing economy, intelligent assistants, connected living in smart cities, transhumanism and digital twins’ reality at length.  “I own my data” is expected to grow particularly in Europe based on GDPR evolution, though severe differences in the global data privacy laws are expected to be living on borrowed time. Artificial intelligence rights trends have contrary interpretations. Assuming the availability of appropriate data sets for training purposes, artificial intelligence has the ability to propose solutions to increasingly complex problems. AI can be the source of great economic growth, shared prosperity, and the fulfilment of all human rights. In the alternative future it drives inequality, inadvertently divides communities, and is even actively used to deny human rights.
Wireless spectrum politics and spectrum management in the 6G era will reveal a new level of complexity that stems from the variety of spectrum bands and spectrum access models with different levels of spectrum sharing. Local deployments of networks by a variety of stakeholders is expected to further grow in 6G. Furthermore, in national technology politics, spectrum regulation is used to gain competitive advantage. According to Net neutrality ruling Internet access providers should treat all traffic equally irrespective of sender, receiver, content, service, application or device in use. At the same time, the 5G evolution is already developing a network that can be extremely tailored to a use case intending to treat traffic differently for each use case. This legislation creates uncertainties by impacting companies’ capabilities to create and capture value in virtualized network-based services between telecom operators and cloud providers.

1.1.3 [bookmark: _Toc39842783]Trends related to the education system

Diversification of the population: We see two trends, both ageing in well-established societies, as well as young generations in developing economies trying to catch up to the welfare of established economies. In well-established societies,  the population is not only ageing but also becoming more diversified in terms of backgrounds, opportunities and habits [Dufva 2020]. Highly functional educational system can help to provide equal opportunities for all. Continuous competence development is not required only from work force but all citizens. Learning capabilities will have a key role in the future, which creates pressure to re-evaluate educational structures and policies.
New technological innovations can revolutionize education in the future. Emerging opportunity of redefining human machine and brain-UI interface enables connecting people and the biological world in novel ways. Holopresence systems can project realistic, full-motion, real-time 3D digital twin images of distant people and objects into a room, along with real-time audio communication, with a level of realism rivaling physical presence. Images of remote people and surrounding objects are captured and transmitted over a 6G network and projected using laser beams in real time. The pervasive influence of artificial intelligence will not just reflect what something looks like but also its context, meaning and function, creating Internet of skills, Internet of senses and digital twins [6G Flagship 2019].
However, not all have equal opportunities to access latest educational technology. Trends in mobile only next billion means, how ubiquitous cheap phones and increasingly affordable network connections in mega cities and rural are helping another billion users join the internet and access applications and digital content increasing at non-English speaking markets (www.basicinternet.org). For many, mobile is the primary or only channel for accessing the internet and services. With its unprecedented scale and growing impact on daily lives, mobile is a powerful tool also for achieving the SDGs and drive sustainable economic growth.
Academia is crucially important stakeholder not only when providing education but also fostering groundbreaking research. Alternative concepts and models for computing such as quantum computing that is at its best in sorting, finding prime numbers, simulating molecules, and optimization, and thus could disrupt segments like finance, intelligence, drug design and discovery, utilities, polymer design, AI and Big Data search, and digital manufacturing. For long the technology will be limited to selected industries, such as military, national laboratories, and aerospace agencies while other alternative approaches of compute to help handle greatly increasing level of parallelism in algorithms may be available more widely.

1.1.4 [bookmark: _Toc39842784]Trends related to the economic system

The redefinition of the economy, is also linked to sustainable development: is the environment only to be regarded as a resource or should the economy aim to improve the state of the environment?
Urbanization will bring 5 billion people together to live in cities by 2030 occupying 3 per cent of the Earth’s land but accounting for 80 per cent of energy consumption and 75 per cent of carbon emissions. 95 per cent of urban expansion in the next decades will take place in developing world where 883 million people live in slums today. Rapid urbanization is exerting pressure on fresh water supplies, sewage, the living environment, and public health. Cities are hungry, global economic engines and the economic powerhouses of the global economy. In 2015, 85% of global GDP was generated in cities. Cities are increasingly functioning as autonomous entities, setting social and economic standards. Urban identity will grow in importance compared to national identity.
Open value configuration and open source paradigm may provide a powerful avenue to reinvent civil society participatory process and regulatory capability. Utilizing sharing and circular economy trends co-creation utilize existing resources and processes to promote the stable interaction of mechanisms. As counterforces to the creation of platform monopolies decentralized platform co-operatives, the peer-to-peer economy and sharing economy models and the progress of a human-driven fair data economy has emerged. Towards 2030 platform ecosystems will provide an infrastructure on which innovation and transaction platforms are built.  Crowdsourcing and crowdfunding are expanding the space for new forms of organization and innovation. Component prices have already decreased significantly, more sophisticated components will become cheaper, and new ones are invented. Low component prices provide possibilities for both local businesses as well as international ones. This encourages frugal innovations that are supported by the global do-it-yourself culture where sharing of blueprints and working processes is the norm to fight inequality in the world. In the heterogeneous society social networks and the trust and reciprocity they foster are highlighted from the perspective of well-being as well as working life. Novel decentralized business models do not necessitate a focal point but depicts the design of transaction content, structure, and governance to create value. 
Via Edge and extreme edge intelligence the proliferation of ever more powerful communication, computing and analytics resources at the edge of the network has turned the architecturally disaggregated 6G access networks into a rich service provisioning and access platform. Hyper-local services, such as augmented reality scenarios, do not require connectivity to distant service platform but, instead, perform better with local real time service access. Furthermore, the person will be supporting part of shared information processing and edge intelligence networks that address collective problems for humanity, such as genome sequencing (citizen science), through shared resources. The individual emerges as a node in the network of intelligence relations rooted in the local physical world while connected to the hyper-real 6G intelligence networks. This adopts a viewpoint of a public good through digital infrastructure of 6G supported through an ecology of information devices, products and services of IoT/IoE.
Over-the-top companies will utilize their customer data, cloud infrastructure and AI/ML capabilities to challenge traditional operator’s customer relationship ownership as users perceive connectivity as basic utility. In addition to the media space OTT players are offering basic telco services such as voice or messaging and are active in growth areas, such as cloud space and services, competing with telcos for clients and revenue. They are tying customers to their own ecosystems with carrier-neutral connectivity, while making reliance on traditional operators a thing of the past.
Towards 2030 industry 5.0 will allow collaborative human-machine interaction (HMI) across services and industries as human intelligence is in perfect harmony with advanced, cognitive computing. With real-time data, effective data monetization and digital automation of the manufacturing process, businesses will be able to shift focus towards generating higher revenues from servitization of products. Advanced manufacturing capabilities will help to overcome design complexities and with its ability to facilitate extreme long tail of mass customization and further return the control back to customers and in a haptic way. Private networks driven by industrial digital automation calls for standalone networks for high reliability, high performance in terms of both bandwidth and reliability, secure communications and data privacy, fulfilling business and mission critical needs.

1.1.5 [bookmark: _Toc39842785]Trends related to the media-based and culture-based public system

The technology is an embedded enabler in everything: in knowledge creation and circulation of knowledge. Technology is becoming a part of society and everyday life.
The sense of community created by 6G technology and the ability to directly collaborate with others enables humans to participate and act in society in an unprecedented way. Hyper Connected globe will continue to feel ever smaller in 2030: Globally 90% people will be able to read and have access to Internet and this trend is on the move. The aim is to recognize that 6G will transform urban and rural living existing at the intersection of geopolitics, growth of nationalism, rights to information transparency and information citizenry. Thus, once the infrastructure of 6G is in place, the content growth will be in terms of supporting multiple social and technological identities of people through a variety of media. This would require a mindful view on decision making and regulation of future, data, information, media and network usage in light of sustainable growth for economy. Thus, the human in 6G worlds will be increasingly sophisticated in terms of their media and service consumption while being rooted in their local economies. Connectivity is therefore not only virtual and digital, but also physical, such that the physical world will seamlessly meet the virtual world and, with novel ways of interacting with the human biological world.
When 6G technology has penetrated most parts of the world, IoT devices and sensors controlled by AI are an integrated part of environment. Automatic collection of different kinds of data (from humans: functioning of human body, biometrics, biosensors, etc. as well as from our environment etc.) and its analysis are used for highly sophisticated products and systems that make people’s lives easier and provide better user experience through convenience as everything is automated.
The need for cybersecurity and trust will be ubiquitous in the hyper connected world 2030. Even a temporary loss of technology may have, not only a productivity impact, but also a psychological impact on our lives. Furthermore, the subversion or corruption of our technology could result in the disastrous harm to our lives and businesses if, e.g., medical treatment devices deliver the wrong medication, educational systems teach propaganda, or home, on the autonomous move or work automation cause us injury or damage our products and businesses. In particular, expectations to protect and safeguard society and critical infrastructures from emergency situations by means of technological advancements are anticipated to grow.
Furthermore, with increasing polarization and the ageing and diversification of the population new tribes and communities will emerge around various imaginary groups representing wide variety of values, place of residence, political opinion, consumption choices or lifestyles. With weakened and fragmented future prospects, the absence of togetherness and the polarizing effect of social media have led to a rise in populism, skepticism towards changes in the environment and in the worst case, extreme attitudes.
Transhumanism reflects the rise of technology-driven evolution at an unprecedented speed of change, propelling deeper questions into what it is to be human from biological, behavioral and human-machine evolutional perspectives. Cognitive intelligence revolution via ascendancy of sentient tools and further possibly human orchestrated self-directed selection in biological, neurological, and physical evolution.
[Carayannis et al. 2012] Carayannis, E. G., Barth, T. D., & Campbell, D. F. (2012). The Quintuple Helix innovation model: global warming as a challenge and driver for innovation. Journal of innovation and entrepreneurship, 1(1), 1-12.
[Dufva 2020] Dufva, M. Megatrends 2020. Sitra studies 162, Finland
[GovNorway 2020] ''Digital Transformation and Development Policy", Norwegian Government, Message to the Parliament, Meld. St. 11 (2019-2020), Apr2020, https://www.regjeringen.no/no/dokumenter/meldst11_summary/id2699502/?ch=1
[UN 2019] UN SDG report 2019 (https://unstats.un.org/sdgs/report/2019/The-Sustainable-Development-Goals-Report-2019.pdf)
[White paper on Business of 6G, 2020]
[White Paper on 6G Drivers and the UN SDGs, 2020]
[6G Flagship 2019] Key Drivers and Research Challenges for 6G Ubiquitous Wireless Intelligence. M. Latva-aho & K. Leppänen (Eds). 6G Flagship White Paper, September 2019. http://jultika.oulu.fi/files/isbn9789526223544.pdf





1.2 [bookmark: _Toc39842786]Strong Contribution to the European Economy

The ICT domain contributes significantly to the European economy with about 5 % of GDP, which corresponds to a market size of about € 600 billion. The communication systems and networks sector (manufacturing including communication equipment and telecommunications) enables this market with
· about 28 % (1.76 million employees) of ICT employment [3],	Comment by Ari Pouttu: Update numbers
· 40 % (€ 237 million) of ICT market size [3] and
· 49 % (€ 14.4 billion) of R&D expenditure in Europe [3].
These numbers do not reflect the multiplication factor of advanced communications in the economy. The Worldbank has shown that the availability of broadband access increases economic growth and employment [4]. Ecosystems connected to digital platforms and market places create value for all members and have the potential to disrupt entire industries and show significant economic and social impact. For example, the automation achievable by the Internet of Things across a broad range of sectors will lead to a potential economic impact in the range of $4 trillion to $11 trillion by 2025 [5]. A fully functional Digital Single Market could contribute €415 billion per year to the European GDP [6]. Overall, the digitalisation of society is still in an early stage. For example, Europe’s Digital Progress Report 2017 [7] points out that only 20 % of the companies in the EU28 countries are highly digitised and there are still many opportunities to be exploited especially by SMEs. According to an Accenture study [8] the economic opportunity from digitalisation in Europe is over € 4 billion in value per day.
Smart Networks are of strategic importance as the enabler for basically all sectors in society and economy for jobs and economic growth.

1.3 [bookmark: _Toc510109788][bookmark: _Toc39842787]Smart Networks Vision

5G as a network of networks is just the beginning of a new paradigm after the successful development of mobile communication systems such as GSM, UMTS, LTE and other networks in a complementary manner. Further development is absolutely crucial to address new challenges and requirements coming from many different sectors in society and industry. The smart network architecture will be software defined and provide features significantly going beyond connectivity: Multiservice and Mobile Edge Computing will allow to store and process data locally at the edges of the network to provide fast reactions and efficient use of network resources. Programmable aggregation and virtualisation functions as well as built-in security functions enabled (e.g. by the support of blockchains) will create a trusted environment for the Internet of smart things in which new applications and ideas can flourish. Future cost-effective communication systems and networks, both terrestrial and non-terrestria, will increasingly be based on AI/ML and increased softwarisation in addition to requiring the continued development of classical communication technologies. Therefore, it is recommended to research future communication systems in close cooperation with these domains from an overall system perspective. The communication infrastructure will form the nervous system of the future Human Centric Internet and the digital transformation. It will intertwine distributed network, compute and storage resources to facilitate an agile composition of new services supporting a multitude of markets and industry sectors. From supercomputers and parallel computers, to data analytics, passing through cybersecurity, the Internet of Things (IoT), cooperative robots, or autonomous vehicles, it is universally agreed that every system and application must be interconnected to its peers, as well as to other related entities and systems. The interconnection of everything will be a distinguishable flavour of a competitive advanced society. Without network innovation the digital transformation is likely to fail. Therefore, it is vital that the Smart Networks area is adequately represented in Framework Programme 9.
The Smart Networks concept provides the necessary infrastructure and builds on scientific advances in the areas of physical and logical[footnoteRef:1] sciences as well as key enabling technologies to provide a coherent framework supporting the future network designs. It is a combination of Smart Connectivity, Data Analytics (AI and ML), high performance distributed computing and Cybersecurity. [1:  	Logical science means the specialised logic and mathematical development applied in ICT and Computer Science.] 


This Strategic Research and Innovation Agenda is summarising the different research domains to make the overall vision of Smart Networks happen.

Currently, there is a wide acceptance that 5G networks will have a significant impact in the worldwide economic development and revolutionize all aspects of everyday life. Even though 5G networks offer undeniable improvements over legacy networks, key findings suggest that European research activities in the communication networking sector need to continue at an increased pace. For this reason, we need to address several key challenges in a structured way so as to achievement maximum positive impact, see Figure 1.
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Figure 1. Challenging areas for the SNS partnership and expected impact, copied from SNS partnership proposal [ref]
The common vision of the SNS Partnership envisages the integration of selected elements from new technologies such as Artificial Intelligence (AI) and Data Analytics; High Performance Distributed Computing, as well as Cybersecurity and Trust. 
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Figure 1 Integration of new technologies into the Smart Networks and Services vision.

Figure 2 above illustrates the interplay and integration of such new technologies whereas the rationale and main elements identified by the Partnership are described. Some of these enabling technologies are:
· Artificial Intelligence (AI) and Data Analytics: AI is perceived as a potential technology solution to cope with the increasing complexity of Smart Networks and Services system design and associated management, due to the extreme range of requirements for user experience, efficiency, and performance. Future Smart Networks and Services will require robust intelligent algorithms to adapt network protocols and perform network and resource management tasks for different services in different scenarios. For example, for network administration duties, AI will be mainly expected to make smart predictions, and to take improved decisions and actions that until now were mostly based on pre-defined rulesets obtained from experience accumulated by humans over the years. And, vice-versa, AI itself capitalises on digital technologies. For example, in their training/learning phase, AI algorithms rely on a significant amount of storage and computational resources (ref) so that huge amounts of training data can be fed into the algorithms. Mostly, the storage resources where data are originally residing and the computational resources where the algorithms are executed are not co-located. AI will also help telecom operators to optimise network deployment in real time according to user requirements.  Accordingly, Smart Networks and Services are needed to connect in an efficient and timely manner the data to the AI algorithms.	Comment by Mohr, Werner (Nokia - DE/Munich): [103] Rongpeng Li, Zhifeng Zhao, Xuan Zhou, Guoru Ding, Yan Chen, Zhongyao Wang, and Honggang Zhang: Intelligent 5G: When Cellular Networks Meet Artificial Intelligence – Section on “Challenges”. IEEE Wireless Communications, Vol. 24(5), October 2017; DOI: 10.1109/MWC.2017.1600304WC, https://ieeexplore.ieee.org/document/7886994?ALU=LU1043073.
· High Performance Distributed Computing (HPC): The computing paradigm has radically changed (ref): in past decades, it was common to assemble the highest performing processors inside the same infrastructure equipment. However, the today’s model is to design a data centre scale system with the entire network in mind. Thus, the trends that are most affecting High-Performance Computing (HPC) today are highly influenced by the need to have all aspects of the distributed computing infrastructure working in unison. Two of the most relevant aspects are the need for (i) a fast (and potentially massive) access to storage from anywhere in the network without disturbing the processing engines, which can only be accomplished with an intelligent network that can efficiently handle such tasks; and (ii) efficient strategies for network-wide off-loading, since nowadays CPUs are reaching their performance limits and, thus, the rest of the network must be better utilised to enable additional performance gains. Thus, current HPC architecture approaches depend heavily on offloading technologies that free the CPU from non-compute functions, and instead place those functions on the intelligent network. Thus, Smart Networks and Services emerges as a key enabler for the transformation of the HPC domain. Regarding the impact of HPC to Smart Networks, significant advances in components and techniques for wireless transmission are expected from continued research on quantum processing and technologies in such a way that emerging quantum technologies are expected to provide true breakthrough advances in, e.g., computing speeds within the next decade and, by doing so, pave the way for more secure communications through potentially unbreakable cryptography.	Comment by Mohr, Werner (Nokia - DE/Munich): [101] Kagan, M.: Networking Trends in High-Performance Computing. CIOReview, https://high-performance-computing.cioreview.com/cxoinsight/networking-trends-in-highperformance-computing--nid-12770-cid-84.html.
· Cybersecurity and Trust: Starting from the NIS directive followed by strategic positions [105], GDPR or continuing efforts on the Cyber Act [106] the EU has recognised the fundamental role of cybersecurity in the digital world. This leads to at least two major priorities focused on (i) the contribution of Smart Networks and Services to secure the digital world, which includes the provision of data and information protection (e.g., location, data on the move) in all dimensions to protect citizens, enterprises and governments against malicious or outlaw usages with diverse security levels, as well as the detection of attacks and mitigation of their risks through the various components of digital services; and (ii) the cybersecurity threats related to the Smart Networks and Services themselves, namely, mitigating security threats related the various sensitive (new) components coming with 5G and beyond 5G technologies (e.g., identity and access management in mobility, virtualisation, softwarisation, over-the-air updates, AI technologies, etc.) as well as the monitoring and sustaining security levels for complex Smart Networks and Services.	Comment by Carles Antón: European Commission: Resilience, Deterrence and Defence: Building strong cybersecurity for the EU. Joint communication to the European Parliament and the Council. Brussels, 13.9.2017, JOIN(2017) 450 final, https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:52017JC0450&from=en.
	Comment by Carles Antón: European Commission: Impact assessment accompanying the document Proposal for a Regulation of the European Parliament and of the Council on ENISA, the "EU Cybersecurity Agency", and repealing Regulation (EU) 526/2013, and on Information and Communication Technology cybersecurity certification (''Cybersecurity Act''), Brussels, 13.9.2017, https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:52017SC0500.


Currently, many governments, globally, identify that world-class communications networks are, or will become, an intrinsic component of their critical national infrastructure and essential to ensuring that citizens can take full advantage of increasingly pervasive digital services across the plethora of existing and emerging applications, use cases and verticals, see e.g., [ref]. In particular, this can accelerate data-driven innovation, industrial automation, AI deployment and ensuing social and economic opportunities across economies, and increasingly between economies, for example the European Union’s developing Digital Single Market, or if considering how an autonomous system might operate across borders. 	Comment by Georgios Karagiannis: "Network 2030: A Blueprint of Technology, Applications and Market Drivers Towards the Year 2030 and Beyond", FG-NET-2030 ITU-T, May 2019
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2. [bookmark: _Toc39842789]Some Key Performance and Value Indicators towards 2030


[bookmark: _Toc39842790]Policy Objectives
One of the key objectives of Horizon Europe is to ensure the competitive edge and sovereignty of EU’s industry. At the same time, the digital autonomy and European sovereignty have as a main objective to achieve a framework of alternative European offers so as to support freedom of decision making by keeping free trade in a global competitive economy. To achieve this, it is essential to support the research development and validation of B5G systems and building blocks as this technological area is extremely competitive at a global level. As mentioned above, Smart Networks and Services will be enhanced by innovative enablers (e.g., AI/ML, HPC, cybersecurity and IoT) and provide the means to support all vertical sectors and the emerging applications (e.g., holographic communications). Only if Europe is developing the state-of-the-art solutions it will be possible to retain its competitive edge and also boost those business sectors that are currently lagging behind (e.g., cloud, microelectronics, end devices). Obviously, the research activities have to be linked with the standardization activities so as to ensure that the key ideas arising from EU funded projects will have a global impact. 	Comment by Alexandros Kaloxylos: Text from the introduction of section 2.2. of the SNS Partnership proposal
An important Horizon Europe’s policy objective is the digitization and respective transformation of the industry. Europe has the competitive advantage of having a strong globally recognized vertical industry and telecommunications industry. Europe has also a top reputation for taking areas like privacy and security very seriously. The full digitization of the vertical industries, based on these principles, through the evolved communication networks will place Europe on the leading position. 
Moreover, Horizon Europe aims to create new sustainable and high-value jobs while at the same time contribute significantly at the social inclusiveness. Research activities for smart networks and service should also take into consideration these aspects.
Finally, a key policy objective for the EU is the fostering of climate neutral, circular and clean industry. As will be discussed in the following section, telecommunication networks evolve, become more sophisticated but may also be more energy demanding. Smart networks should address energy efficiency in the telecommunications’ sector and contribute to the goals of the Green Deal by making also vertical sectors more efficient. Moreover, by the full digitization of vertical industries should contribute to a number of goals of the UN SDGs as it will be discussed in more detail in the following sections. These points are further analysed in the following subsection.
[bookmark: _Toc39842791]Global view: UN Sustainable Development Goals	Comment by Alexandros Kaloxylos: Alex to summarize	Comment by Mohr, Werner (Nokia - DE/Munich): This section should be before the societal, economic and business drivers, as in the hierarchy of objectives and policies this is superior.	Comment by Alexandros Kaloxylos: Addressed
The 17 United Nations 2030 SDGs [70] are a key driver for future developments to address societal challenges globally. The SDGs and the environmental sustainability challenges call for new and evolved Smart Networks and Services capabilities, high-level requirements and demands in capacities that must be carefully understood in a human-centric and societal context.	Comment by Mohr, Werner (Nokia - DE/Munich): [70] United Nations: Sustainable Development Goals, August 12, 2015, http://www.un.org/sustainabledevelopment/sustainable-development-goals/.
Smart cities and municipalities, smart mobility, smart eHealth and smart building solutions are example use case areas that can help to mitigate societal challenges around the ageing population and the increasing urbanisation. Smart manufacturing and communication services can enable more distributed and decentralised production of physical goods. Together with smart mobility solutions new possibilities will emerge that can positively influence and lower the urbanisation trend as well as result in reduced transportation and pollution.
There are challenges and opportunities within aquaculture, agriculture and waste handling for any vertical or segment. These can be addressed by supporting further advancements across various areas of IoT. New sensor technologies and new methods and techniques for life-cycle assessment can be enabled and supported to reduce the use of natural minerals and resources, reducing toxic waste and improve their handling, as well as reducing climate gas emissions.
Existing reports (e.g., [ref]) explain how mobile networks are contributing to the economic growth and are addressing social challenges.	Comment by Georgios Karagiannis: GSMA: The Mobile Economy 2018. 2018, https://www.gsma.com/mobileeconomy/wp-content/uploads/2018/05/The-Mobile-Economy-2018.pdf.

ITU has summarised the contributions of the ICT sector to work on the UN SDGs [ref] as well as the investment in digital technology [ref]. These ITU guidelines will be used to design the future SNS platforms for the efficient support of key UN SDGs as explained in Annex AAAA of the SNS partnership proposal [ref].	Comment by Georgios Karagiannis: ITU: ITU News, October 31, 2018, https://www.itu.int/en/itunews/Documents/2018/2018-04/2018_ITUNews04-en.pdf.
	Comment by Georgios Karagiannis: ITU: SDG Digital Investment Framework - A Whole-of-Government Approach to Investing in Digital Technologies to Achieve the SDGs. ITU, 2019, https://www.itu.int/dms_pub/itu-d/opb/str/D-STR-DIGITAL.02-2019-PDF-E.pdf.

ITU has provided a methodology to identify which are the ICT building blocks for each SDG target group. In the SNS Partnership proposal there is a specific Annex on how this methodology can be used for Sart Networks and Services.	Comment by Alexandros Kaloxylos: Instead of repeating text from existing documents my proposal is to use references. I take it that we can reference the SNS Partnership Proposal
The European answer to the SDGs has been organised arround areas where missions will be developed. These missions will be an integral part of the Horizon Europe program and will link activities across different disciplines and different types of research and innovation. 	Comment by DANET Pierre-Yves IMT/OLR: ref : https://ec.europa.eu/info/horizon-europe-next-research-and-innovation-framework-programme/missions-horizon-europe_en


Five areas have been identified : 1) cancer, 2) adaptation to climate change including societal transformation, 3) healthy oceans, seas coastal and inland waters, 4) climate-neutral and smart cities and 5) soil health and food.
Digital infrastructure and SNS should have a key role in this landscape and according to the missions described by the relevant boards, there will be a need to identify where SNS will be able to contribute and also what are the news requirements that SNS will need to take in consideration.
[bookmark: _Toc39842792]The Green Deal 	Comment by Mohr, Werner (Nokia - DE/Munich): The Green Deal is a policy objective and should be moved to the beginning of the document to the SDGs
The European Green Deal is effectively a response to challenges related to climate change [ref]. It is also focused on a “new growth strategy that aims to transform the EU into a fair and prosperous society, with a modern, resource-efficient and competitive economy where there are no net emissions of greenhouse gases in 2050 and where economic growth is decoupled from resource use”. Smart Networks and Services can contribute significantly to the multidimensional goals of the Green Deal.	Comment by Georgios Karagiannis: European Commission: The European Green Deal. Communication from the Commission to the European Parliament, the European Council, the Council, the European Economic and Social Committee and the Committee of the Regions, Brussels, 11.12.2019 COM(2019) 640 final, https://ec.europa.eu/info/sites/info/files/european-green-deal-communication_en.pdf.
The technological revolution enabled by a myriad of technologies opened gates of green revolution transversal to all the facets of the economy and vertical domains. It is recognised that “new technologies, sustainable solutions and disruptive innovation are critical to achieve the objectives of the European Green Deal”. Smart Network and Services will enable disruptive innovation within industries, across sectors and across the single market. This will result in building new innovative value chains while increasing significantly the large-scale 
An Smart Networks and Services Roadmap will be created, as discussed in the SNS Partnership proposal (ref), that includes focus areas and synchronises with the Green deal timeline while anticipating and reacting towards upcoming Climate Pact and other upcoming directives.	Comment by Alexandros Kaloxylos: Reference to the proposal instead of using the same text
The success of the Green Deal will be measured by its implementation milestones and the impact achieved by the related contributions to each focus area Figure 4. During 2021-2027 time period, the contribution of Smart Networks and Services will be multidimensional and synchronised with the timeline of the critical milestones and the legislation rollouts where appropriate and possible. It will take all the elements of the value chains within the Partnership to make major parts of the Green Deal work.
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Figure 4. EU-Energy and Climate Targets 2018/2019 / Source: European Commission 2019 [ref]	Comment by Georgios Karagiannis: "Fourth Report on the State of the Energy Union", European Commission, 9 April, 2019, to be retrieved via: https://ec.europa.eu/commission/publications/4th-state-energy-union_en
	Comment by Mohr, Werner (Nokia - DE/Munich): The following sections are technology and application drivers and fit well to this section on societal, economic and business drivers, which are based on policy objectives above.
[bookmark: _Toc39842793]Full industrial digitization and support of vertical industries 	Comment by Alexandros Kaloxylos: Essentially copied from 2.1 of the SNS proposal (minor modifications in wording) 

Full industrial digitization is needed to empower virtually all sectors of society and economy. For this it is necessary to integrate business and technological enablers to support the future vertical domain applications requirements (e.g., new types of IoT devices and components, large number of devices and components that need to be accessed simultaneously etc.). At the same time, independently of the addressed vertical sectors, the digital transformation is needed to open new business opportunities related to the provision of end-to-end cybersecurity and privacy services. Thus, in the next decade it will be decisive for Europe to develop lead markets to ensure its competitiveness at a global scale and keep the technology leadership.
Telecommunication networks are an essential pillar of modern infrastructure. Each successive generation of telecommunication networks goes beyond a simple increase in speed or performance, bringing unique new service capabilities. Especially the step from LTE to 5G is showing a paradigm shift by supporting vertical sectors. The full digitization of the industry, the necessity to integrate technological and business enablers, and mainly the need to address European and global challenges across the full value chain have created the basis for new research and innovation targets. Communication Service Providers (CSPs) will need to adapt rapidly to this trend, offering new services over digital channels in several vertical domains creating strategic alliances with vertical sectors to build and offer powerful and persuasive B2B2X propositions. The full digitization of the industry (a.k.a. vertical sectors) will bring significant financial benefits and ensure the competitive edge of EU industry.
Smart Networks and Services will empower several vertical domains. An indicative list includes the automotive sector, Healthcare and Wellness, Media and Entertainment, Smart manufacturing, Smart Agriculture and Agri-food, Transport and Logistics, Smart Cities and Communities, Utilities and Energy, Smart Buildings, Public Safety, Smart (Air)ports, Smart Water Management etc. Improving the operation of these sectors will assist in providing solutions for several Sustainable Development Goals (SDGs) as defined by the UN and further discussed in Section 2.1.3.
Currently, the full digitisation of the industry is not yet achieved. In standardisation activities most verticals have not been thoroughly examined to identify key and meaningful requirements. Even for those cases (e.g., Connected and Automated Mobility – CAM) where an extensive investigation has been made, the full support of the most advanced cases (i.e., implementation of critical services in an optimal autonomous driving mode in SAE levels 4 & 5) cannot be yet supported by existing network solutions without having a full integration of mobility data. Therefore, the evolution of networks must take place hand in hand with the vertical industries. The telecommunication sector has to cooperate with the IoT world to a) identify specialised devices for e.g., industry automation, b) define appropriate and real-life requirements and c) validate that future networks can meet them. Also, this cooperation is needed to define the network to applications interfaces in a secure and trusted way [ref]. Deploying and managing a large set of distributed devices with constrained capabilities is a complex task. Moreover, updating and maintaining devices deployed in the field is critical to keep the functionality and the security of the IoT systems. To achieve the full functionality expected of an IoT system, research should be done in advanced network reorganization and dynamic function reassignment. Research is needed for providing new IoT device management techniques that are adapted to the evolving distributed architectures for IoT systems based on an open device management ecosystem. 	Comment by Georgios Karagiannis: The Economist Intelligence Unit: Next Generation Connectivity. October 2018, http://www.osborneclarke.com/insights/next-generation-connectivity-jeremy-kingsley-the-economist-intelligence-unit/
Components (micro-electronic components) and devices mainly for IoT and vertical sector applications are essential elements of future secure and trusted networks and to support the digital autonomy of Europe. With respect to the increasing demand and expectation of secure and trusted networks, especially for critical infrastructures, there should be European providers for such devices as an additional source to latest technologies to complement the European value chain and mitigate the existing gaps.

[bookmark: _Toc39842794]Societal, Economical and Business Drivers for 6G 	Comment by Mohr, Werner (Nokia - DE/Munich): In the introduction we should explain the terminology 5G evolution, beyond 5G and 6G.

Text proposal is provided to Ari.
5G was mainly targeted to address the productivity demand especially in vertical sectors and, to some extent, utilize new technology opportunities. With future Smart Networks and Services we need a substantially more holistic approach and should include a larger community into the definition of Smart Networks and Services to address the goals, trends and demands to avoid merely commercially driven system definition. Even though 5G development was characterized to be driven by the verticals (URLLC and mMTC scenarios), main emphasis was on deployments driven by mobile network operators (MNOs) for eMBB scenarios. On the other hand, Smart Networks and Services will introduce super-efficient short-range connectivity solutions that are driven by new players in the market resulting in new ecosystems.
Societal and business drivers will increasingly shape the Smart Networks and Services development, including political, economic, social, technological, legal and environmental (PESTLE) drivers as summarized in Figure 4. To ensure that the benefits of smart city services and urbanization are fully shared and inclusive, policies to manage urban growth need to ensure access to infrastructure and social services for all, focusing on the needs of the urban poor and other vulnerable groups for housing, education, health care, decent work and a safe environment. The rise of always-connected, omni-present systems, gadgets and sensors serving digital automation of critical processes will set high requirements for trustworthiness and resilience. The ubiquitous connectivity and contextual awareness of future Smart Networks and Services networks is expected to promote ICT accessibility and use for the social and economic development of people with specific needs, including indigenous people and people living in rural areas. Thus, future Smart Networks and Services architecture fosters digital inclusion and accessibility unlocking also rural economic values and opportunities. 
High energy efficiency targeting reduced network energy consumption is a critical requirement for Smart Networks and Services. Combined with the optimization of choice, use, reuse and recycling of materials throughout the product life cycle enable reduced total cost of ownership, facilitates the extension of network connectivity to remote areas, and provides network access in a sustainable and more resource-efficient way. Extensive research has been conducted into possible health effects of exposure to many parts of the frequency spectrum including mobile phones and base stations. All reviews conducted so far have indicated that exposures below the limits recommended in the ICNIRP (1998) EMF guidelines, covering the full frequency range from 0-300 GHz, do not produce any known adverse health effect (UN WHO). Introduction of novel Smart Networks and Services technologies will initiate the need to review the status of the science and identify gaps in knowledge needing further research to make better health risk assessments. 	Comment by Mohr, Werner (Nokia - DE/Munich): Here is a recent update available from 2020
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Figure 4. Future Networks PESTLE (Political, Economic, Social, Technological, Legal and Environmental) analysis results highlight inclusion, sustainability and transparency

Data ownership is a source of value creation and control. Therefore, creating a system that transforms how data is collected, prioritized, and shared can create strong initial controversy, e.g., through raising serious privacy concerns over location and data. Furthermore, how to do business with data itself becomes a key question. The contractual policies between the actors will define the relative strengths of information and data ownership between parties, for example how the trust and ownership of information and data will be established in the autonomous smart device and service entities of the future.	Comment by Ella Peltonen: mention ethical questions here (data ownership is not only about privacy)?	Comment by Mohr, Werner (Nokia - DE/Munich): GDPR should be mentioned.

While operations in the lower frequency bands (below 4 GHz) currently used for wide area mobile communication networks will remain rather stable with MNO market dominance due to long-term spectrum licenses, there will be new bands that target super-efficient short-range networks, especially indoors, but also in outdoor city spaces. These networks will target verticals with specialized demand and can be deployed by different stakeholders opening the market to new players, new investments and new ecosystems. Building several overlapping ultra-dense networks becomes infeasible and will lead to different stakeholders deploying a network within a facility to serve multiple user groups and services. Via softwarization and virtualization of network functions and opening of interfaces, sharing economy concepts will be utilized not only at high platform business layers but widely in network connectivity and data context layers. Changes in the ownership of spectrum access rights, networks, network resources, facilities and customers will result in several different combinations depending on the situation as different facilities have different requirements and infrastructures. New incentives will arise including functioning of the society. 	Comment by Mohr, Werner (Nokia - DE/Munich): What is meant here? Spectrum sharing between different users, different access right may mean no spectrum auction, because significant payments for spectrum cannot be combined with sharing. Then different means would be needed.

As a sharing economy, Smart Networks and Services ecosystem will introduce new stakeholder roles and change the existing roles resulting in a complex network as outlined in Figure 5. While the MNO market dominance continues in 5G, future connectivity solutions can be driven by new players in the market. Stakeholders representing the different types of demands and needs originating from a variety of users that can be human or machine, and specific to the public sector or enterprises in different verticals are in the middle quadrangle in Figure 5. Resources and assets needed to meet the versatile needs are then provided by different stakeholder roles providing physical infrastructure (facilities, sites), equipment (devices, networks), data (content, context), under the regulatory framework set by the policy makers as depicted in the outer quadrangle. Demands and resources are brought together through the matching/sharing stakeholder roles including different kinds of operators (local or vertical-specific operators, fixed operators, mobile network operators, satellite operators), resource brokers, and various service/application providers such as trust/security providers. 	Comment by Mohr, Werner (Nokia - DE/Munich): Does this address the same markets such as wide area public networks or does this mean specialised services such as verticals especially for very short range systems (Terahertz), which most probably do not need MNOs.
Overall, the stakeholder roles in future networks are seen to change compared to the current mobile business ecosystem for public wide area networks and totally new roles will emerge. It is expected that especially the drivers listed in Figure 4 will fundamentally change the ecosystem and open new opportunities for different kind of stakeholders in 6G. The matching and sharing of resources to meet the demands will take place through new kind of activities to ensure inclusion, sustainability and transparency. Ultimately, the emergence and shape of the new 6G ecosystem are dependent on regulations which may promote or hinder the developments. 
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Figure 5. Stakeholders in future Wireless ecosystem.

The Smart Networks and Services vision results in a set of generic requirements to generate the envisioned societal and economic impact and to make the digital automation of everything happen. The following is a list of initial and indicative key requirements:
· Network operation will be automised allowing self-operating networks requiring the human operators to only validate the decisions of the system. Human intervention will be minimised, to correct/adjust the system-based decisions.
· Service deployment time will be reduced by a factor of 10 compared to similar tasks in 2020, based on slice creation and on the instantiation of the provider virtual machines where needed to deliver the service.
· Full integration of technical operations (routing, security, authentication, accounting, etc.) and business operations (invoicing, help centre, configuration, accounting, CRM, service contract), in a seamless digital infostructure.
· Slice creation on the fly with negligible time across the combined cloud, edge and fog infostructure, including data-centre computers, telco-based computer, and vertical user computers.
· Terabits per second will provide seemingly infinite network capacity and multi-core MEC servers will provide the required computing power for the future digital applications and services. This requires smart and effective alignment of application intent with network service offerings, enabling the concept of energy-efficient open multi-service Next General Internet (NGI).
· Application to application response time in the sub-millisecond range (latency) must be supported to enable a new class of highly responsive and interactive applications as well as a new level of industrial automation.
· Ubiquitous networks and services must be trusted, secure and dependable in the support of critical applications, also when the related infrastructure is deployed in a multitenant environment. Personalised and perpetual protection and privacy must be provided to cover the expanding threat surface due to the trillions of IoT devices and can deal with the growing number of threats triggered by the increasing value of data.
· Trillions of things and systems, including critical ones, need to be connected in a scalable and cost-efficient way.
· High efficiency in energy and natural resources usage is mandatory to limit the impact of ICT on climate change and sustain Earth resources. A significant energy reduction of network operation must be achieved.
· Combination of global reach, ubiquitous availability and optimised local service delivery capabilities, available on-demand, and enabling web-based software and IoT platforms.
· Spectrum efficiency above 256 bps/Hz will be achieved based on new waveforms and spatial reusability thanks to nanotechnology and massive MIMO techniques.
· Means for geographical and social inclusion must be provided in order to allow ubiquitous affordable Internet access.
· Infrastructure solutions should allow efficient deployment capital and operational expenditures, especially for very low-population density areas.
· Autonomous networks and systems based on AI and ML mechanisms combined with cyber physical security allowing to cope with the growing complexity and scale of operations. AI systems will enable intrusion/anomaly detection and effectively counteract distributed denial of service attacks coming from millions of hacked devcesNetworks must be EMF-aware in order to allow deployment in areas with challenging EMF limits despite the operation in new additional spectrum bands and network densification.


[bookmark: _Toc39842795]Integrate new technologies and support emerging applications	Comment by Georgios Karagiannis: To be updated once the SNS partnership proposal is ready
Contribution coming from Section 2,1 of SNS partnership proposal where Georgios Karagiannis, Natalie Samovich  and Alexandros Kaloxylos edited  
	Comment by Alexandros Kaloxylos: Essentially copied from 2.1 of the SNS proposal (minor modifications in wording) 

The support of emerging applications (e.g., Internet of senses, holographic communications, full autonomous driving etc.) will require the improvement of the offered capabilities of B5G systems in terms of Key Performance Indicators (KPIs) by at least an order of magnitude. 
New innovations are closely related to social inclusion and personal wellbeing, for example, as they are about the digital transformation of industries and businesses. These changes will require a flexible and programmable architecture to satisfy the large diversity of use cases and applications. In addition, the next generation of networks beyond 5G will go from software-centric towards the concept of human-centric: considering human skills, activities and behaviours first, and using automated functions to support them. The benefits can include reduced risk, higher rates of compliance, enhanced management support and improved interaction with users. These new functionalities have to come hand in hand with advanced security and privacy schemes to safeguard sensitive information for the users. 
Additional modifications are also expected due to the requirements that will emerge through the full digitization of the vertical industries. Moreover, the operation of multiple logical networks (a.k.a. network slices) over the underlying network infrastructure supporting multiple vertical industries, will increase considerably the complexity of the overall system. A new set of technological enablers has to be adopted by future communication, such as advanced IoT solutions, Artificial Intelligence (AI) & Machine Learning, cloud & edge computing and cybersecurity. Meeting the performance KPIs, also requires a more extensive use of high-performance distributed computing. This way, data will be close enough to end devices to achieve almost zero latency. Moreover, advancements in electronics and specialised hardware is also needed to reduce energy consumption and help meeting strict KPIs in terms of delay, throughput, etc. These enablers are the most promising solutions to tackle network complexity and help us meet the desired KPIs. 
Furthermore, it is expected that new emerging applications based on Tactile IoT, will be developed in the near future, see e.g., [ref]. Examples of Emerging applications using tactile IoT, as described in [ref] are:	Comment by Georgios Karagiannis: "Network 2030: A Blueprint of Technology, Applications and Market Drivers Towards the Year 2030 and Beyond", FG-NET-2030 ITU-T, May 2019	Comment by Georgios Karagiannis: "Network 2030: A Blueprint of Technology, Applications and Market Drivers Towards the Year 2030 and Beyond", FG-NET-2030 ITU-T, May 2019
· Holographic media applications: involve not only the local rendering of holograms but networking aspects, specifically the ability to transmit and stream holographic data from remote sites,
· Multi-Sense Networks: include emerging applications that involve not only optical (video, holograms) and acoustic (audio) senses, but as well smell and taste senses.
· Time Engineered Applications: use a communication system that can coordinate between different sources of information such that all the parties involved have synchronized view of the application.
Critical Infrastructure support applications: support of critical infrastructures that refer to those essential assets that are considered vital to the continued smooth functioning of the society as an integrated entity.

[bookmark: _Toc39842796]Mapping of the UN SDGs to ICT development
The United Nations 2030 Sustainable Development Goals (SDGs) [1] are a key driver for future developments to address societal challenges globally. The SDGs and the environmental sustainability challenges call for new and evolved Smart Networks and Services capabilities, high-level requirements and demands in capacities that must be carefully understood in a human-centric and societal context. Enabling European excellence in research, development, innovation and ubiquitous deployment of Smart Networks and Services will provide the tools to mitigate and tackle some of the major societal and environmental challenges of our times, such as ageing populations, increasing urbanisation, environmental protection and global warming. This must be achieved in a socio-technical and evolutionary context where the Partnership programme can adapt to changing needs and constantly evolving challenges and opportunities. By facilitating and enabling integrated and open ecosystem platforms with highly automated processes and service lifecycle support new tools will become available to empower societies, where the human-centric needs and the benefits to society will drive the developments.
Smart cities and municipalities, smart mobility, smart eHealth and smart building solutions are example use case areas that can help to mitigate societal challenges around the ageing populations and the increasing urbanisation. Smart manufacturing and communication services can enable more distributed and decentralised production of physical goods. Together with smart mobility solutions new possibilities will emerge that can positively influence and lower the urbanisation trend as well as result in reduced transportation.
There are challenges and opportunities within aquaculture, agriculture and waste handling for any vertical or segment. These can be addressed by supporting further advancements across various areas of IoT. New sensor technologies and new methods and techniques for life-cycle assessment can be enabled and supported to reduce the use of natural minerals and resources, reducing toxic waste and improve their handling, as well as reducing climate gas emissions.
While SNS will help other vertical sectors to become green and climate neutral, the telecom sector itself must continue to improve the efficient management of resources, the performance and coverage of the deployed infrastructure while lowering the climate and environmental footprint of the networks. With respect to coverage “We need to balance the need for connectivity to become a utility with the cost of building the infrastructure to deliver it “ [2]. In the future, as demanded by environmentally concerned customers, the sector must prepare for reporting upon own climate gas emission equivalents per type of subscription or even per service session use. This will enable the end-user to take informed choices, rooted in accurate climate and environmental footprint information. For instance, as new and high-fidelity live audio-visual person-to-person communication tools can be supported and become readily available, end-users will have a realistic alternative when there are needs for face-to-face communication. Thus, we can anticipate reduced time spend for travelling and a decrease of climate gas emissions.
Existing reports (e.g., [3]) explain how mobile networks are contributing to the economic growth and are addressing social challenges. The United Nations Broadband Commission for Sustainable Development has set deployment targets for 2025 [4] to underline the importance of communication systems and networks. The UN SDGs require the availability of ubiquitous and affordable communication networks to support the digitalisation of society and economy in developing and developed countries. ITU has summarised the contributions of the ICT sector to work on the UN SDGs (Figure 1) [5] as well as the investment in digital technology [6]. Mobile networks have a central role to play in this. Existing reports (e.g., [7]) have presented, using a qualitative and quantitative analysis, the impact of mobile industry in all 17 SDGs (Figure 2). Obviously, not all SDGs are met equally well for a number of reasons (e.g., maturity of services, lack of required networking technological solutions etc.). However, these normalised scores should be improved significantly in the future. Beyond-5G networks will lead such efforts as they will affect a number of vertical industries that cover multiple sectors of everyday’s life. Continuous research activities will create a number of technological breakthroughs. These are needed for the efficient support of the diverse requirements of the verticals and the expected massive connectivity of end-devices. All these efforts require multi-disciplinary and cross organisational collaboration activities (public and private sector, regulatory bodies etc.). There is work to discover the linkage between future 6G and SDGs [8] where the role of 6G is seen as three-fold: 6G as 1) a provider of services to help steer and support communities and countries towards reaching the UN SDGs’, 2) an enabler of measuring tool for data collection to help reporting of indicators with hyperlocal granularity, and 3) a reinforcer of new ecosystems based on 6G technology enablers and 6G network of networks to be developed in line with the UN SDGs. 
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Figure 2 [bookmark: _Ref23861481]ITU-R view in Sustainable Development goals [1], [5]

ITU has provided a methodology to identify which are the ICT building blocks for each SDG target group. For some of the SDG targets, this methodology is feasible since the related services of a vertical industry are quite mature. However, this is not the case for all SDGs, since some of these domains and processes are either in their infancy or they are currently evolving. Looking at the big picture though, one can easily identify what are the main technological areas that characterise each SDG.
Figure 3 presents such an indicative listing where some SDGs (i.e., 6, 7, 11, 13, 15) require mainly ubiquitous availability, energy efficiency and massive IoT service management. These SDGs are related for example to the deployment of vast numbers of IoT devices that collect information and improve the everyday life of citizens (e.g., water, quality, smart cities, improved management of power and energy etc.). Other SDGs (i.e., 3, 9) require a virtually “infinite network capacity”, high throughput, ultra low-latency and high reliability. Examples of related services to these SDGs are those used in the autonomous vehicles’ domain. Note here that although significant work has been performed in this area (i.e., V2X communication), fullfilling the capacity and delay requirements for full autonomous driving (i.e., SAE level 5) is still not supported by 5G networks as additional technological breakthroughs are needed.
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Figure 3 [bookmark: _Ref23861701]SDG impact scores [7]
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Figure 4 [bookmark: _Ref23862341]Indicative technological areas and their relation to SDGs

In relation to the SDG 2, an initial analysis indicates that it needs a combination of technological solutions discussed for the previous two SDG groups. For example, zero hunger can be addressed by increasing the food productivity (i.e., smart farming requiring a significant amount of IoT solutions) and efficient cultivation techniques (e.g., remote/autonomous driven tractors etc.). Finally, the last group of SDGs (i.e., 4, 8, 10 and 12) requires ubiquitous availabilty, infinite network capacity and mainly increased throughput to support advanced services (e.g., advanced collaboration using holograms, etc.). Note that security and privacy are present in all the technological areas.
To understand in detail how the SDGs can be met and which ICT building blocks need to be developed and used, one needs to follow a more formal approach. In [6] a methdology is explained on how the SDG targets can be eventually mapped into the necessary building blocks. In Annex 3 we briefly discuss this methodology and present two exemplary cases of such an analysis. A thorough analysis of all SDGs will take place during the first phase of the Smart Networks and Services Programme. This will allow the Programme to set solid and realistic goals until the end of the Programme.
Signficant research efforts have to be undertaken during the next decade for all these technological areas. Figure 4 is an example on how the technological areas needed by the SDGs are mapped into research activities for B5G systems. Figure 4 also presents a list of enablers for these research areas.
The European Commission is committed to the abovementioned SDGs [8]. In his State of the Union speech in 2017 the President of the EU Commission, Jean-Claude Juncker, formulated the vision of “a Europe that protects, a Europe that empowers, a Europe that defends” [9], which guides to the proposed next Multiannual Financial Framework from 2021 to 2027 of the European Union and the proposed Horizon Europe programme [10]. Data security and citizen’s integrity are key European objectives. This is one of the key enablers for Europe’s strategic autonomy. The proposed Partnership in Horizon Europe contributes to this European vision as “Smart Networks and Services empowers society and protects citizens”.
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Figure 5 [bookmark: _Ref24043228]Indicative list of research areas and technical enablers


References

[1] [bookmark: _Ref23860612]United Nations: Sustainable Development Goals, August 12, 2015, http://www.un.org/sustainabledevelopment/sustainable-development-goals/.
[2] [bookmark: _Ref23869135][bookmark: _Ref23861095]Viola, R.: Blogpost, https://ec.europa.eu/digital-single-market/en/blog/speech-roberto-viola-director-general-dg-connect-european-commission.
[3] [bookmark: _Ref24030748]GSMA: The Mobile Economy 2018. 2018, https://www.gsma.com/mobileeconomy/wp-content/uploads/2018/05/The-Mobile-Economy-2018.pdf.
[4] [bookmark: _Ref24035800][bookmark: _Ref23861569][bookmark: _Ref23861225]United Nations – Broadband Commission for Sustainable Development 2025 Targets: “Connecting the Other Half”. http://www.broadbandcommission.org/Documents/publications/wef2018.pdf.
[5] [bookmark: _Ref24035939]ITU: ITU News, October 31, 2018, https://www.itu.int/en/itunews/Documents/2018/2018-04/2018_ITUNews04-en.pdf.
[6] [bookmark: _Ref23862072][bookmark: _Ref23861597]ITU: SDG Digital Investment Framework - A Whole-of-Government Approach to Investing in Digital Technologies to Achieve the SDGs. ITU, 2019, https://www.itu.int/dms_pub/itu-d/opb/str/D-STR-DIGITAL.02-2019-PDF-E.pdf.
[7] [bookmark: _Ref23862089]GSMA: 2018 Mobile Industry Impact Report: Sustainable Development Goals. 2018, https://www.gsmaintelligence.com/research/?file=ecf0a523bfb1c9841147a335cac9f6a7&download.
[8] M. Matinmikko et al. Draft White Paper on 6G Drivers and UN SDGs. https://www.6gchannel.com/wp-content/uploads/2020/04/6g-white-paper-6g-drivers-un-sdgs.pdf 
[9] [bookmark: _Ref23863814]EU Commission: The Sustainable Development Goals. https://ec.europa.eu/europeaid/policies/sustainable-development-goals_en.
[10] [bookmark: _Ref23863925]Juncker, J.-C.: State of the Union speech. 2017, http://europa.eu/rapid/attachment/SPEECH-17-3165/en/EN-FR-DE-Speech.pdf.
[11] [bookmark: _Ref23863945]European Commission: EU Budget for the Future. May 2018 https://ec.europa.eu/commission/sites/beta-political/files/communication-modern-budget-may_2018_en.pdf.



[bookmark: _Toc39842797]Key Performance Indicators (Access, Network, Management)
There are several Key Performance Indicators (KPIs) that will be subject for enhancements in future Smart Network, and these span the device, the radio access, the core network, and the end-to-end system management. Examples of these KPIs include: Bandwidth, Capacity, Spectrum Efficiency, Peak Data Rate, User Data Rate, User-plane Latency, Control-plane latency, Jitter, Device Density, Area Traffic Capacity, Reliability, Availability, Energy Efficiency, EMF values, Coverage, Mobility, Positioning Accuracy, Service Deployment Time, Network Automation Metrics, Security Metrics, , etc. 
These technical KPIs and their targeted values in the evolution of 5G towards 6G are currently under discussion mainly in the scientific community with respect to the envisaged usage of future systems, cost implications, business cases and technical feasibility. For the time being no KPIs are formally agreed and set as requirements for research and innovation to be targeted in future wireless systems. With focus on the radio access, ITU-R WP5D has just recently (February 2020) initiated the development of a “Technology Trends Report”, which will lead to an updated vision document to agree technical KPIs on global level. In the coming years, associations in the commercial domain such as NGMN, GSMA, 5GAA, 5GACIA as well as regional associations, e.g. 5G IA and international counterparts will contribute to this discussion to achieve a global consensus. 
The following Table 1 developed in the H2020 EMPOWER project2 shows an exemplary challenging sketch of potential future technical KPIs for the radio access as target for research and innovation and an input to the upcoming global debate, which provides guidance for the discussion in the community of the expected research direction. Such KPIs are under investigation and need to fit to requirements of industry and will be regularly updated based on state-of-the art knowledge. 
The KPIs in Table 1 have been derived as forecasts for the evolution of the KPIs targeted in 3GPP 5G NR for ITU-R IMT-2020 in the short, medium and long terms. These forecasts are based on an analysis of emerging use cases and their current and future requirements in the short, medium and long terms. Noticeably, seven use cases that embody the wireless challenges ahead have been considered in this analysis, namely: 
1. Multi-Sensory Extreme Reality (XR) and Haptics 
2. Volumetric Media Streaming 
3. Connected Industries and Automation 
4. Autonomous Vehicles and Swarm Systems 
5. Extreme Coverage 
6. Extreme Gaming 
7. Ultra-Low Power IoT 
The impact of the above extreme use cases on some of the current 5G NR KPIs is captured in the heat map illustrated in Figure 3. 
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Figure 3: Heat Map2 of the impact of example use cases on today’s 5G NR KPIs. 
In addition to the above heat map, and with the aim to keep the KPIs ambitious, especially as it is impossible to foresee all future use cases in a time horizon the spans the next decade, the KPIs’ forecast in Table 1 also factor in assumptions on the pace of technological advances that would make it possible to meet or exceed these KPIs in the short, medium and long terms. This table does not implicate that all these KPIs are realized in same time for a specific user device/use case. They represent the most stringent values in a performance domain.
D2D/MESH how to include.
Other metrics (not connectivity)
Table 1: Selected KPIs Forecast2 for Radio Communications during the short, medium, and long -term evolution of 5G NR. 
	Target KPI 
	5G NR (Rel.16)
2020 
	Short-term Evo. 
~2025
	Medium-term Evo
~2028 
	Long-term Evo. 
~2030

	Spectrum 
	<52.6 GHz 
	<150 GHz 
	<300 GHz 
	<500 GHz 

	Bandwidth 
	<0.5 GHz 
	<2.5 GHz 
	<5 GHz 
	<10 GHz 

	Peak Data Rate 
	DL: >20 Gbps 
UL: >10 Gbps 
	DL: >100 Gbps 
UL: >50 Gbps 
	DL: >200 Gbps 
UL: >100 Gbps 
	DL: >400 Gbps 
UL: >200 Gbps 

	User Data Rate 
	DL: >100 Mbps 
UL: >50 Mbps 
	DL: >500 Mbps 
UL: >250 Mbps 
	DL: >1 Gbps 
UL: >0.5 Gbps 
	DL:>2 Gbps 
UL: >1 Gbps 

	Density 
	>1 device/sqm 
	>1.5 device/sqm 
	>2 device/sqm 
	>5 device/sqm 

	Reliability [BLER]
	URLLC: >1-10-5 
	>6 nines 
	>7 nines 
	>8 nines 

	U-Plane Latency 
	URLLC: <1 ms 
	<0.5 ms 
	<0.2 ms 
	<0.1 ms 

	C-Plane Latency 
	<20 ms 
	<10 ms 
	<4 ms 
	<2 ms 

	Energy Efficiency (Net./Term.) 
	Qualitative 
	>30 % gain vs IMT-2020 
	>70 % gain vs IMT-2020 
	>100% gain vs IMT-2020 

	Mobility 
	<500 Km/h 
	<500 Km/h 
	<500 Km/h 
	<1000 Km/h 

	Positioning accuracy 
	NA (<1 m) 
	<30 cm 
	<10 cm 
	<1 cm 




[bookmark: _Toc8289599][bookmark: _Toc12788340][bookmark: _Toc39842798]Technical Standard Areas	Comment by Georgios Karagiannis: Input written by Georgios Karagiannis, Alena Sjarheyeva, Omar Elloumi, Natalie Samovich, Ovidiu Vermesan with contributions coming from other AIOTI members	Comment by Alexandros Kaloxylos: Additions from Alex Kaloxylos	Comment by Alexandros Kaloxylos: Add High performance computing and cybersecurity
Since architecture, standardization and interoperability will play a critical role in establishing a successful ecosystem based on smart networks, this section provides an overview of important topics and challenges in key standards areas.

Standardization activities for B5G Systems: As explained previously 5G networks will evolve to meet the requirements from the full digitization and from the need to support highly demanding emerging applications. This evolution will require modification in all network domains (radio access network, backhaul, core network) and very likely in the wireless technologies to be used over the air interface. For this evolution to have global impact input to the dominant standardization bodies is required.
Enhancing Networks with key enabling technologies: B5G networks will require to improve considerably their performance as well as their ability to handle complexity. For this reason, it is necessary to adopt advanced solutions that will be based in AI/ML and that will be able run in distributed high-performance computing environments. Moreover, the support of all vertical technologies will require the adoption of end-to-end sophisticated cybersecurity solutions.
Artificial Intelligence and Edge Computing: Standardization support is needed in the areas where applications and services are enabled by IoT, 5G and AI at the edge, along with edge computing, and when considering that information and knowledge need to be exchanged between edge and data centre.
[bookmark: _Toc4619498][bookmark: _Toc8289606][bookmark: _Toc12788347]Semantic and Syntactic Interoperability: Semantic interoperability is achieved when interacting systems attribute the same meaning to an exchanged piece of data, ensuring consistency of the data across systems regardless of individual data format. Semantic interoperability must be supported in order to exchange not only data but also information and features related to the source of the information (e.g. location, status, technology associated) - thereby facilitating the disappearance of the vertical information silos of the heterogeneous platforms that current IoT data lakes represent. 
[bookmark: _Toc4619499][bookmark: _Toc8289607][bookmark: _Toc12788348]IoT Relation and Impact on 5G: With the introduction of 5G, vertical industries will embrace digital transformation, to move beyond traditional service approaches, on an unprecedented scale. This will be a new engine for economic growth and social development. A core element of 5G IA/AIOTI cooperation will be identifying the key requirements imposed by vertical industry sectors to anticipate relevant trends in IoT use cases and apply the knowledge gained to define their impact on the 5G architecture and features.
Standardization of Combined/Integrated ICT and Operational Technology (OT): Enabling technologies like 5G and IoT, edge computing and artificial intelligence are needed to support vertical industry enabled smart networks. Currently, there is a strict division on standardization focusing on ICT (Information and Communication Technologies) and that focusing on OT. Maintaining this separation makes it challenging to provide integrated standards for the ICT/OT needed to support vertical industry enabled smart networks. The 5G IA/AIOTI cooperation should therefore investigate and promote combined/integrated standards for ICT and OT.


[bookmark: _Toc37227210][bookmark: _Toc37227356][bookmark: _Toc39842799]Key Value Indicators

In addition to the KPIs discussed in Section XX, the success of the future smart networks will increasingly be measured with indicators that assess how well the networks contribute to solving of the major societal challenges discussed in Section YY. These indicators are more related to value provided by the use of the networks than to the performance of the networks themselves. A number of value dimensions need to be addressed including societal and sustainability related challenges, business aspects, ethics, trust, privacy and security, EMF awareness, and efficiency, among others. Proper indicators need to be defined for the value dimensions resulting in value related indicators for the future smart networks.  
[image: C:\Users\apouttu\AppData\Local\Microsoft\Windows\INetCache\Content.MSO\F96881AE.tmp]Societal Challenges will encompass broad and complex missions for technology-oriented research and innovation. They are characterized by open-endedness and undefined final outcome. Progress towards solving Societal Challenges with conventional metrics and indicators can turn to be a difficult task. It will be necessary to reflect on a new impact assessment paradigm, focused on value creation and sustained long-term benefits and effects, around identified domains.  
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Figure xx. 

It will be important to reflect on the values brought by technology research in achieving the societal goals. There should be possibilities for experimentation to better understand and assess the long-lasting impact of new technological solutions of society, environment and economy prior to their commercialization.  
Responsible Research and Innovation is a promising approach for tackling grand societal challenges. The European Commission defines RRI as ‘[  ]  an  approach  that  anticipates  and  assesses  potential implications and societal expectations with regard to research and innovation, with the aim to foster the design of inclusive and sustainable research and innovation3 It promotes fundamental conditions and ingredients for technology research to achieve the desired societal impact4.  
The four conditions for responsible research are anticipation, reflexivity, inclusion and responsiveness. Anticipation is about carefully examining both the intended and possible unintended consequences arising from research and innovation  activities, including environmental, health-related, economic and social impacts. Reflexivity is about reflecting on and questioning underlying motivations and assumptions driving research and innovation. Inclusion is about involving relevant societal actors in research and innovation activities from early-on. Responsiveness is about aligning research and innovation activities with the new perspectives, insights and values emerging through anticipatory, reflexive and inclusion-based RRI processes.  
The RRI ingredients comprise six keys - public engagement, open access, science education, gender, ethics and governance. Public engagement is about engaging a broad range of societal actors in the research and innovation process, including researchers, industry, policy-makers and civil society actors. Open access is about making research and innovation activities more transparent and easily accessible to the public, e.g. through open data and free access to publications. Science education is about increasing society’s general science literacy, and equipping civil society actors with the necessary skills to more actively take part in the research and innovation process. Gender is about promoting women’s participation as researchers and integrating a gender dimension into research and innovation content. Ethics is about fostering research and innovation activities of high societal relevance, that comply to the highest ethical standards. Governance is about the legal and policy frameworks in place to support responsible research and innovation. In addition to these aspects of responsible research, trust-by-design, privacy-by-design, security-by-design and energy-savvy-by-design principles should become a benchmark for future smart network technology research and development.   
Sustainability is well captured in the UN SDGs (see Section ZZZ) that represent 169 detailed targets to be met by 2030 and are measured through 231 unique indicators. Although not explicitly mentioned in the goal setting, the achievement of the SDGs and their targets is heavily dependent on ICT and especially future smart networks. From the 231 indicators only seven are classified as to be related to ICT including proportion of schools with access to the Internet for pedagogical purposes, proportion of schools with access to computers for pedagogical purposes, proportion of youth/adults with ICT skills, proportion of individuals who own a mobile telephone, percentage of the population covered by a mobile network, fixed Internet broadband subscriptions, and proportion of individuals using the Internet. They are specific to a subset of the SDGs and do not capture the role of ICT in achievement of the goals. This calls for defining a new set of value related indicators to assess the impact of future networks in contributing to the SDGs and targets. Especially, measuring the benefits through the use of future networks in different verticals is critical in defining their value. The use of future networks as a smart measurement tool for collecting data on the impact is a new design criteria for the development of the future networks. Also the development of future smart networks fully in line with SDGs requires that the additional burden they create is accurately measured and minimized in terms of e.g. energy and materials.  
Concerns from the effect of electro-magnetic radiation on humans have increased among the general public which must be addressed by defining value indicators.
To conclude, at this stage it is too early to define the key value indicators but it requires future work.  
2. [bookmark: _Toc39743054][bookmark: _Toc39842800]Human Centric and Vertical Services
[bookmark: _Toc39743055][bookmark: _Toc39842801]Emerging applications and use cases
Every industry sector is undergoing profound changes in terms of digitalisation, which in turn will have positive socio-economic impact in the industries and the society. This digital transformation is acting as a strong driver for current and future developments in the area of SNS. Just by looking to what is happening across the different sectors, it is easy to identify common digitalisation trends and emerging applications in the short and medium term that are demanding proper advances in the technological domains SNS can impact.  For illustration purposes, three big trends and their impact in different industrial sectors, in a non-exhaustive manner, are briefly examined below.
· Robotic automation: advances in robotics and artificial intelligence are accelerating the adoption of interconnected and autonomous machines in numerous sectors.
· In the farming sector, traditional machines like tractors an harvesters are evolving towards autonomous, driverless systems [C3-1]. There is also an increasing trend in smaller autonomous robots [C3-2] [C3-3] (both in the ground and in the air, such as UAVs), to make more efficient and safer all kind of harvesting tasks, analysis of the field parameters, application of phytosanitary products, etc.
· In the manufacturing industry, robots are becoming both more autonomous [C3-4]  thanks to increasing cognitive capabilities, and more cooperative (CoBots) [C3-5] thanks to enhanced human-robot interaction (HRI) capabilities by relying on smart sensing, specialised private networks and advanced AI, fulfilling at the same time strict safety requirements in unfenced environments. 
· Social care is seeing an increasing interest in assistive robots for disabled and/or elder people [C3-6]. These will be autonomous and cooperative robots designed for assisting persons in their everyday life.
· Future smart mobility services will be enabled by autonomous connected vehicles [C3-7] (both public and private) interacting and cooperating with their environment (V2X) by means of smart sensors and powerful AI systems, which will allow optimal decision taking optimizing the whole performance of the mobility system, e.g. reducing traffic congestion.
· From automation of inventory tasks [C3-8] to autonomous delivery of goods [C3-9], the adoption of autonomous machines is expected to revolutionise retail and logistics operations in the near future.
· Maintenance operations in utilities [C·-10] (e.g. power grids) and critical infrastructures [C3-11] are also moving towards automated means for efficiency and safety reasons.
Full deployment of autonomous robots in the sectors and use cases described above require, among others, ultra-reliable and low latency communications, embedded AI at the edge, autonomous decisions, accurate and real-time positioning (both indoor and outdoor), etc.
· Massive monitoring and remote management: fine-grained, continuous monitoring of processes is becoming the basis for productivity optimisation and higher efficiency.
· The future smart grids (energy, water, gas) will need to optimise supply and demand in real time, managing energy flows between millions of nodes, dynamic pricing and transactions, anticipating weather and behaviours of consumers, in a sustainable way with a high level of integrity, security and resilience. This will be only be possible thanks to the capture of high-quality data in real time [C3-12]. In the case of freshwater, it is a vital resource which is becoming scarce, thus it becomes essential to optimise its consumption, detect leaks, and continuously monitor its quality [C3-13].
· Precision farming demands fine (both in time and space) remote monitoring of crops and animals [C3-14] in order to optimise food production, making a more efficient use of resources and minimising the impact of pests.
· There is an increasing interest in implementing effective remote healthcare and remote monitoring systems for patients. On one hand, this is motivated by the need monitoring long-term patients and those suffering chronic diseases, thus seeking more cost-effective health and social services, and also higher quality of life for the patients [C3-15]. On the other hand, continuous monitoring of our health, leveraging on wearable devices and AI technologies, makes possible to move towards healthcare prevention systems with early detection and diagnosis which will eventually lead to more effective and convenient healthcare [C3-16].
· Industrial processes will be finely monitored in real time thanks to Industrial IoT (IIoT) and CyberPhysical Systems (CPS), enabling higher optimization levels and predictive maintenance, reducing costs and increasing productivity [C3-17].
The main requirements in terms of SNS include autonomous operation (ultra-low power), massive Machine-Type Communication (MTC), and large-scale orchestration of networks.
· Digital twin (DT) [C3-18]. The massive, continuous monitoring opens the door to create virtual models capturing all the details of physical goods and processes, enabling real-time digital representations that allow data-centric management. DTs can be applied is different scenarios to improve situational awareness, and as well enable better responses for physical asset optimisation and predictive maintenance. 
· DTs for physical infrastructures/products allow that closely reflect their whole lifecycle: buildings, cities, vehicles, industrial products (e.g. engines), smart grids, etc. 
· Evolving digital twins in energy sector with myriad of functionalities and purposes are paving way for open marketplaces and flexibility markets development, greater observability as well as flexibility of supply and demand. 
· DTs for processes are especially relevant for manufacturing in factories, food production, logistics, and retail.
DTs open the doors to the full virtualization of the value chains and the creation of rich marketplaces. This is particularly relevant to sectors strongly structured around supply chains like manufacturing, food and retail. This dimension has gained importance due to the recent COVID crisis, where the disruption of the value chains is creating multiple supply problems.
In the long term, future emerging applications are currently being discussed in several communities. The ones that are described in this subsection are based on [C3-19]. Some examples of such future emerging applications are:
· Holographic media applications: involve not only the local rendering of holograms but networking aspects, specifically the ability to transmit and stream holographic data from remote sites,
· Multi-Sense Networks: include emerging applications that involve not only optical (video, holograms) and acoustic (audio) senses, but as well smell and taste senses.
· Time Engineered Applications: use a communication system that can coordinate between different sources of information such that all the parties involved have synchronized view of the application.
· Critical Infrastructure support applications: support of critical infrastructures that refer to those essential assets that are considered vital to the continued smooth functioning of the society as an integrated entity.
In addition to these emerging applications, [C3-18] summarizes seven representative use cases for ITU-T Network 2030: holographic type communications (HTC); tactile Internet for remote operations (TIRO); intelligent operation network (ION); network and computing convergence (NCC); space-terrestrial integrated network (STIN); industrial IoT (IIoT) with cloudification. 
Holographic type communications (HTC) [C3-18]
The holographic display needs to satisfy all visual cues for the human observation of any 3D object, such that it can appear as natural as possible [C3-20]. According to [C3-20], holography is a method of producing a three‑dimensional image of a physical object by recording, on a photographic plate or film. In addition of being optical holograms can record the wavelength (colour) and intensity (amplitude) of light waves, as well as the phase of light waves (perception of depth). It is expected that in the next decade holographic displays will adopt the lenslet light-field 3D through the naked-eye or indeed through augmented reality (AR) and virtual reality (VR) via head-mounted display (HMD) devices [C3-21]. Holographic type communications (HTC) are expected to digitally deliver 3D images from one or multiple sources to one or multiple destination nodes in an interactive manner. It is foreseen that fully immersive 3D imaging will impose great challenges on future networks. 
Tactile Internet for remote operations (TIRO) [C3-18]
Tactile Internet is enabler the real-time control of remote infrastructure, creating a plethora of opportunities and opening new areas of applications within sectors such as Industry 4.0 or tele-medicine. It is expected, that immersive video streaming applications, such as the HTC 3D image streaming, will support real-time and immersive interaction between a human operator and remote machinery. Two typical use cases are described in [C3-18].  The first typical use case is remote industrial management that involves real-time monitoring and control of industrial infrastructure operations with augmented reality (AR) support. The second typical use case is remote robotic surgery. In this use case the surgeon gets a real-time audio-visual feed of the patient and operating room, using a human system interface (HSI), where a master console is installed. 
These two use cases require the network to have very low (near zero) end-to-end network latency for real-time interaction, along with guaranteed high bandwidth to support the visual feed. They also necessitate strict synchronization between the various feeds to allow interactive control.
[bookmark: _Toc32493739][bookmark: _Toc34222388]Intelligent operation network (ION) [C3-18]
[bookmark: _Hlk36566042]This use case focuses on the need that future networks will have on intelligent operation capabilities in order to efficiently provide a variety of intelligent services and applications. Monitoring of the network for impairment (or potential impairment) is important, where the key performance indicator is 'network health'. For example, intelligent technologies such as artificial intelligence (AI) will play a key role in feature and pattern recognition [C3-22]. It Is expected, that such technologies and models would be trained based upon historical data as well as learning (for example using neural network techniques) from live network operations and other statistics, to establish a human-brain like cognition to locate network malfunctions and faults accurately.
[bookmark: _Toc32493742][bookmark: _Toc34222391]Network and computing convergence (NCC) [C3-18]
The recent advent of cloud computing and network functions virtualization has resulted in the emergence of network cloudification.  It is expected that future networks may require multiple distributed network edge sites to interconnect and collaborate with each other. Orchestration capabilities that are computing aware may need to be supported. Furthermore, emerging edge applications (for example, AR rendering, autonomous driving and HTC) are characterized by high mobility and other time-varying features that will require one or more data centres to provide computing resources simultaneously in a coordinated way. Such applications will require the support of intelligent load-balancing among multiple edge sites. Therefore, future networks need to support computing‑aware network capabilities, with unified management, control and operation in order to guarantee differentiated service experience with much higher granularity than in current networks.
[bookmark: _Toc32493747][bookmark: _Toc34222397]Space-terrestrial integrated network (STIN) [C3-18]
[bookmark: _Hlk36566009]In this use case a scenario is envisioned where a future seamlessly integrated space and terrestrial Internet framework is applied. The aim of this use case is to leverage inter-connected low earth orbit (LEO) satellites and other non-terrestrial networking nodes and platforms to build a parallel Internet network that can peer with its terrestrial counterpart. In this scenario it is considered that one essential aspect is that future mobile devices (e.g. smart phones, tablets, etc.) will be able to directly communicate with the locally accessible LEO satellite, but without necessarily relying on traditional ground station infrastructures that are constrained by geographical distributions, see [C-23].
[bookmark: _Toc32493750][bookmark: _Toc34222400]Industrial IoT (IIoT) with cloudification [C3-18]
Industrial networks enabled by the Internet of things (IIoT) are connecting back offices to factory floors and provide the integration from device level all the way through to enterprise business systems, resulting in the automatic operation and control of industrial processes without significant human intervention. These enterprise networks need to deliver superior performance and mandate a real-time, secure, and reliable factory-wide connectivity, as well as inter-factory connectivity at large scales in the future. At the same time, operational technologies (OTs) and IT are converging, where control functions traditionally carried out by customized hardware platforms, such as programmable logic controllers (PLC), have been slowly virtualized and moved onto the edge or into the cloud.
Representations of the network requirements 
These seven representative use cases have been further evaluated in [C3-18] according to five abstract network requirement dimensions, widely discussed in [C3-24], namely: Bandwidth, Time, Security, Artificial Intelligence (AI), and ManyNets, see Table XXX1.
[bookmark: _Toc36811467][bookmark: _Toc36811622]Table XXX1 Abstract dimensions with relevant network requirements, from [C3-18]
	Abstracted dimensions
	Relevant network requirements 

	Bandwidth
	Bandwidth; capacity; QoE; QoS; flexibility; and adaptable transport 

	Time
	Latency; synchronisation; jitter; accuracy; scheduling; coordination; and geolocation accuracy

	Security
	Security; privacy; reliability; trustworthiness; resilience; traceability; and lawful intercept

	AI
	Computation at edge; storage; modelling; collection and analytics for network programmability and management

	ManyNets 
	Addressing; mobility; network interface; multiple RATs and heterogeneous network and computing convergence. 



The relative scores for these five dimensions, ranging from 1 to 10, are shown in Figure XXX1, where all the scores are given according to the relative importance of a specific network requirement: 1 to 3 are for relatively LOW requirement; 4 to 6 are for MEDIUM requirement; 7 to 9 are for relatively HIGH requirement; and 10 means EXTREMELY demanding requirement. The detailed and absolute values of the requirements associated with each use case are provided in [C3-18].
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Figure XXX1 Relative network requirement scores for the seven representative use cases – reverse spider graph representation, copied from [C3-18]

[bookmark: _Toc39743056][bookmark: _Toc39842802]Digital Service Transformation
Telecommunication networks have been regarded an essential pillar of any society’s infrastructure to progress and sustain its economic growth. Millions of people rely on the diverse services offered by telecommunication networks, which is part of a real Digital Economy. These services require underlying network technologies to support higher workloads and increasing traffic volume while reducing the overall network operation costs. Each new generation of mobile networks (GSM, 3G, 4G/LTE, 5G) goes beyond a simple increase in network speed or reliability, and instead it brings unique new service capabilities for people and vertical economic sectors. Disruptions driven by emerging and maturing technologies are impacting businesses and society with increasing pace and depth, and this trend will accelerate in the next years. Future networks, evolution of cloud computing, any type of connected object and the strategic use of data and analytics are the foundations of the digital disruption.
The envisaged trend is the convergence of these foundations and their complete fusion in an ICT continuum platform. We already perceive this trend. Public clouds have become mainstream today and cloud computing evolves towards hybrid models, combining private clouds and being extended towards the micro edge clouds with lighter virtualisation techniques. Network softwarisation also reinforces this convergence of networks and IT systems. At the same time the number of connected devices, tablets, wearables and IoT elements is growing to at least 50 billion by 2020 in the most conservative forecast. As this range of compute capability in the cloud and at the edge becomes increasingly connected though flexible networks, we see the emergence of an ICT continuum.
In the same way that we observe insect swarms (like bees) coordinating their interactions, we expect the clouds, networks, IoT and data to enable multitudes of entities and devices to combine to form dynamic and intelligent collectives [C3-25]. One feature of this will be localised and temporal interactions between compute nodes that combine resources to achieve a task greater than can be achieved with those nodes operating in isolation. The individual limited computing capacity of objects is complemented and supplemented by their connection to other objects in relevant communities. This new computing is emerging as a cooperative interaction between individual entities, each with their own autonomy, but working together for the benefit of the collective community. One example of this Swarm Computing would be autonomous vehicles, each capable of acting independently, but also interacting with connected objects around it and to centralised information and control centres to optimise traffic flow and improve safety. It will give rise to connected smart systems that are able to share information and autonomously regulate their performance in a concerted fashion, with the objective of optimising results, solving problems and mitigating detected risks. Depending on the specific business use cases, data will either be processed in a distributed manner by algorithms hosted in hybrid clouds or be processed locally using algorithms hosted within or close to the connected objects and connected robots. Real-time data analytics and AI/ML will have a major impact in the automation, optimisation and flexibility of connected ecosystems and the collectively offered services. This will be especially so in industrial supply chains as they become increasingly collaborative and responsive to market demands. This will be part of next industrial revolution to create intelligent networked enterprises and service ecosystems.
As the world becomes ever more digitally and globally connected, industries of any sector (Healthcare, Energy, Manufacturing, Telecom, etc) are experiencing a digital transformation [C3-26]. Communication Service Providers (CSPs) who evolve quickest and are most able to adapt to this new digital economy, will be the ones to thrive. The traditional methods of revenue (voice and data services) are slowing and the price pressures over these services continue. CSP are suffering in both consumer and enterprise domain and are viewed as simple pipe providers. CSPs are seeing their profits stagnate, while watching the over-the-top (OTT) players erode their revenue [C3-27]. The changing trend of their users moving to alternative OTT services was one of the reasons for their decision to start on the journey to digital transformation. CSPs enter in this digital economy selling new services that can be delivered and management over digital channels in areas such as consumer entertainment, mobile banking services, autonomous transportation, etc. The business opportunities are huge and to reach a market outside the consumer’s area, the CSPs need to create strategic alliances with the vertical stakeholders to build and offer B2B2X (Business-to-Business-to-X) proposition in vertical sectors.
However, the telecom community continues selling a lot of technology rather than solutions that enterprises want. Digital transformation is more than a technology drive, it encompasses end-to-end IT processes, automated operations, infrastructure management, human skills and corporate culture [C3-28]. CSP need to digitally transform the internal organisation – we have seen actions on this direction with flexible DevOps, Zero Touch management – and also adapt the external language to properly communicate to vertical sectors.
An opportunity for CSP is to offer their new networks as self-service platforms by using a high degree of operational automation and complete customisation. Service innovation and customer experience are the main drivers for their digital transformation. Future services for connected enterprises and people will be context-aware, immersive, omnipresent, intelligent and autonomous for real end-user experiences and will bring new technical challenges to ICT infrastructure. In order to support new types of services, operators need to upgrade their IT stacks and service operations. Over decades, CSP’s top priorities are network’s reliability and performance. Telecom networks must be always-on, and guarantee continuous services regardless used technology, since society and any type of business depend on reliable communications.
CSPs have built up many sophisticated systems and strict operational processes around telecom networks following rigorous standards for stability and quality to the point where they guarantee their high reliability. The problem is that to adapt this legacy to be ready for the digital economy and smoothly manage the end-to-end ICT continuum is a real challenge. Legacy BSS and OSS need to evolve to real-time, automated open platforms that are fully virtualised and use microservices to deliver this agile approach to provide service assurance and the way to do business [C3-29]. These end-to-end management platforms should be on one hand modular with a high level of resource abstraction so that can be based on multiple vendor combinations and on the other hand, also offer service capability exposure functions via open APIs to enable CSPs to partner with enterprises in vertical sectors. This will allow new digital services that combine CSPs offerings with partners’ specialised domain capabilities (sophisticated content, IoT data, immersive technologies, etc.) to create innovative offerings. Bearing in mind the changes due to this ICT continuum and dynamic digital environment, there is a need for a new generation of service and network solutions for both operational and business management that enable the partnership of CSPs and vertical stakeholders while keeping an overall service assurance and carrier-grade reliability and performance.

[bookmark: _Ref510686185][bookmark: _Ref510686196][bookmark: _Toc39743057][bookmark: _Toc39842803]From Software-Centric to Human-Centric Services
The continuous technology evolution, the habits of the digital consumer and the volatile market, poses big challenges for the enterprise to become more competitive and profitable; this will not be possible if organisations do not bet for innovation. The Human Centric innovation supports customers and communities in creating a prosperous and sustainable future where people are always connected. Today the concept of innovation only as the incorporation of a set of tools or management solutions is erroneous. The techno-social revolution should help customers to become more innovative and to help in the evolution of the digitalisation. As discussed in the previous section, we envisage a globally-connected continuum platform to enable new future digital services. This continuum must provide users with greater level of control, be more transparent in interactions with digital services (for instance search algorithms or data computes resulting in non-biased results presented to users) and even introduce some ethical values and behave with certain social capabilities. New innovations are about not only digital transformation of industries and businesses but also achieve a better social inclusion.
These new paradigms will lead to a flexible and programmable architecture based to satisfy the large diversity of use cases and applications the different vertical industries will demand. New and heterogeneous services as the autonomous cars, Industry 4.0, smart cities, remote and augmented reality, etc. will require networks beyond 5G to quickly adapt to new demands and provide more control of the network services. The transformation from hardware-centric to software-centric networks is already in place. Networks Functions (NFs) are moving from monolithic equipment’s into programs running in virtualised computational pool of resources. This will also mean that networks beyond 5G will be easier to upgrade to, reducing the expensive current ones based on the replacement of physical infrastructure. Software-centric networks may become more democratic networks thanks to the open source developments enabling multi-vendor interoperability.
In the same way, the future generation of networks (beyond 5G) will go one step further from software-centric towards the concept of human-centric. Humans will be the central point and everything will revolve around humans. Human-centric business process management is an approach that considers human skills and activities first and uses automated functions to support them. Benefits can include reduced risks, higher rates of compliance, enhanced management support and improved interaction with users.
We envision that the future networks will be human in the sense that people will interact with them as they currently do with other humans. The network interfaces will recognise not only the order via commands or voice as nowadays but also gestures or moods and will be able to react based on them as it is done in a human-human communication. This extremely valuable information will be used to provide fully customised services as, for example, show a list of restaurants in the area the user is and based in his preferences and health status, thanks to the fact that the network interface can identify based in his vital signs, and the user behaviour while being stimulated by food smell.
And this is only an example. Another service that goes beyond would be the ”mind to mind communication” between human brains. In terms of services, right now the list of potential applications in beyond 5G networks fall in the field of science fiction, being one of the most present the ”mind to mind communication”.
Users will demand the future networks, beyond greater bandwidth or almost zero latency, global coverage and always-on connectivity. In this sense, we envision that humans will be part of the network, carrying microchips under the skin, so called e-skin, interfacing with multiple sensors applications as part of the service. The sensors will have the ability to compute data and perform cryptography in our bodies, or the ability to transmit and receive digital data and talk directly to machines in their digital language. There are already new companies [C3-30] targeting ultra-high bandwidth brain-machine interfaces to connect humans and computers.
Moreover, the limitation of the connectivity in certain areas, could be enhanced with the concept ”follow me network” identifying the user location, and adapting the pool of resources infrastructure improving network service, in terms of network coverage, whereby services are following users by creating ad-hoc networks with fixed and unmanned infrastructure. On the other hand, it will be needed to adapt the networks in terms of adaptability of resources to assure the service, but also identifying the limitation that the coverage might have, be able to deprive some service capabilities to the most basic services, to assure the quality of the network and the best use of resources.

[bookmark: _Toc39743058][bookmark: _Toc39842804]Services Everywhere, Infrastructure No Limits
In today’s society, people are relying their entire daily living on the use of digital services and apps. Digital users are becoming increasingly dependent upon Internet services and moreover connectivity to those services – and this trend is clearly set to increase. Figure 1 depicts the global digital population (in millions) worldwide in January 2018.
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Figure 1 [bookmark: _Ref511047621]Global digital population [C3-31]

Moreover, we have entered in an era, that we are not conscious of the necessity until the industry creates a new product or service that enters in our day-to-day life and rapidly becomes totally necessary. The benefits to the society have become obvious during the last years, even the users that were not born into the digital world, and has ”survived” without the use of all these Internet services for their work and life, now we raised the question how did we previously survive without it? The main innovation is not just only to innovate with the youngest population, also to empower a more mature generation, and support them with easier use of the technology.
The potential and power of technology focus on the optimisation of the resources from time consuming, energy saving, reduce uncertainty, predict problems, generate experience or easier interaction, in order to provide a more productive environment. Around all these processes, technology is a must. This strategy has been possible with the exploitation of our personal data, and behaviour that we have assumed the loss of privacy and confidentiality when we accept the terms of privacy when selecting a new service, that will be used to create analytics to enhance decision and policy-making, and also to sell this information to their customers.
The digitalisation is making disruptive changes to traditional industries, products are offered on top of operators’ networks. This necessity is increasing, with the digital connected society the market segment where any type of service is bringing a new level of technological sophistication to be able to access to all connected devices (robotics, immersive reality, IoT devices, autonomous vehicles), and the services acquired through the Internet: booking reservations (hotels, concerts, congress), financial, communication or social functions. The current IT infrastructure is not designed to support this intelligence everywhere; some architectural transformation and renewed focus on hardware and exploitation of communication regulations will empower companies to build the new future communication system.
At the same time, where connectivity brings convenience, it also brings challenges to cope with the increasing demand the infrastructure should cover. There are several emerging technologies that will become the backbone of the Internet, from the cloud to the edge, and everything in between. Currently there is a trend to get closer to the user, such edge architectures (MEC) will speed the maturity of technologies giving resources close to the user without relying on the core network, or personal data consolidator that will make easier the access to a user/client data. Customer hardware and hardware accelerators will meet the computing demands of intelligent environments. IT Infrastructures need to be developed to reach into the dynamic physical environments they want to serve – and it needs to happen now. Small cells (SM) are playing a vital role to better serve densely-populated areas, as part of the orchestration framework can reduce those costs by adding capacity to the network instead of new use of spectrum. The DAS can serve more than one mobile operator, so it can provide coverage and capacity for multiple carries, providing multi-tenancy. The new SC can increase the wireless backhaul, capacity and speed, locating the antennas close to the end-user and dynamically allocate the network capacity in the C-RAN (Cloud-RAN). Unlicensed SC will be at a lower power and can eliminate the need of wire connection to the equipment. The use of free unlicensed spectrum lowers the cost per bit significantly, although it has the lack of covering large distance, so to provide well coverage carries need to rely on license spectrum to provide the needed range, or to be coverage by macro cells in the wireless backhaul. The combination of both convergence of license will improve the network capacity and user experience, by relying in a SC controller-based architecture of those resources.

[bookmark: _Toc509240218][bookmark: _Toc39743059][bookmark: _Toc39842805]Network-Unaware Vertical Services
5G networks were conceived to support advanced use cases from different vertical sectors with different network requirements by means of slicing the physical network into several logical networks or slices, each slice tailored for a different vertical use case. This enables offering a flexible solution that allows the optimal configuration of necessary resources to serve a customised service, empowering different verticals, such as high-quality media on demand, health (remote surgery use cases), manufacturing (Industry 4.0) or automotive industry (autonomous driving or connected cars).
However, higher levels of abstraction are envisioned to be in place towards the verticals to make this process for them in a fully automatic and network unaware mode. A vertical stakeholder, which could be, even more in the coming years than now, not necessarily a business entity, but an individual, will not want to speak the language to request concrete network requirements for each of their requesting network services for his/her vertical applications.
Those higher levels of abstraction will be part of a network agnostic automation process that will be needed to lower the barriers to satisfy coming business and users’ necessities. That network agnostic process shall include also an automatic and transparent mapping to the network service consumer, who does not care about networking issues or requirements. The vertical applications (layer 7) will have to be totally network-unaware which turns out into a full automatic from human to network translation process. Future mobile intelligent applications will learn in the computing infrastructure and get balance deployments from the edge to core. The usage of AI/ML techniques will continuously improve application service delivery.
This will have to be accompanied consequently in the lower layers by higher degree of automation also in the orchestration processes that will need to combine vertical applications and network applications orchestration together as a whole. The future service architectures will have to comprise an intent-oriented service definition over abstracted infrastructure (advance models are needed), real-time telemetry of services and massive correlations, proactive adjustment of parameters to meet service intents. Literally, the network will be ‘always-on’ and automatically carry out ‘follow-me’ actions (as service motion concept, as pointed out in previous sections) to maintain QoE defined in composed SLAs. The whole architecture will embody a closed-loop structure for service life-cycle management. This continuum will be a self-driven platform and will also perform proactive business actions such as fault isolation, prevention across multi-layer and multi-vendor environments, fraud detections, deal with trust areas, hybrid orchestrations for a global optimisation of services at scale. The combination of an intent-driven approach and AI/ML techniques for managing both network and services will bring enormous gains in service efficiency (doing things in an optimal way, faster or better), in service effectiveness (doing the right task and achieving goals) and in functionality (doing new things previously not possible, business edge).
In addition, the future ICT continuum platform (compute and network) will intelligently learn the network environment and historic data, and dynamically adapt to a changing situation and enhance their own intelligence by learning from new data. This will become a big data problem that will need to be solved together with the associated services. It will learn and complete complicated tasks, such as redistribute workload, intelligent placement, traffic load balancing associated with link utilities, autonomic network operation, keeping dynamic flows in large-scale networks, etc. The platform will be able to even predict the future network situation for proactive controlling services performance and delivery reliability across multiple networks. This is a step towards self-driven networks for advanced network-unaware services.

[bookmark: _Toc39743060][bookmark: _Toc39842806]Extreme Automation and Real-Time Zero-Touch Service Orchestration
Future networks envisage going more and more into the need to support a ”hyper-connected world” where more challenging performance requirements are expected beyond 5G ones towards: an always-on and ultra-fast connectivity, with full world coverage everywhere and massive machine-to-machine communications from all kind of different devices. This is accompanied with a complete digital transformation in all the society in which the globalisation, trust, sustainability and automation are presented as main pillars as shown in Figure 2.
[image: https://atos.net/content/dam/global/flipbooks/journey-2020/files/pageConfig/p06-Take-Aways-for-businesp.png]
Figure 2 [bookmark: _Ref511052094]Digital shockwaves in Business [C3-25]

There is a clear trend in the coming years towards the maximisation of automation in all processes and interactions (except those cases that could negatively affect customer experience). In a few years, social machines, smart contracts and other types of more advanced interaction will be a reality, in the way that some machines will be indistinguishable from people from the perspective of business process and interactions, with higher capacity of decisions, orchestrate common actions, make requests, etc.
This expected evolution should be taken inevitably also in the telco world. Future networks will require higher demands on real-time network service management and a higher degree of automation, which will be crucial to increase cost-efficient operation.
The relevance of this research work needed for automation beyond 5G is also illustrated that ETSI NFV has started a specific group on ”Zero touch network and Service Management” (ETSI ZSM ISG) that plans to focus on some of the aforementioned challenges in relation to network and service management, in order to allow all the operational processes to be executed automatically [C3-32].
Several technical dimensions will contribute to increase the required level of automation towards extreme automation, which at the end will be driven by accomplishing real-time zero-touch orchestration including self-healing, this is, the capability of OSS remediation, and self-organised network services orchestration.
Future services of any vertical sector must interoperate with all management platform capabilities. Therefore, an open APIs should be offered to allow telecoms to partner with key enterprises in vertical sectors to properly address B2B2X scenarios. In addition, there is a need of a flexible and extensible universal template for service design, on-boarding and lifecycle management. The challenge is how to automate service behaviour updates, keep interoperability between diverse services without breaking overall end-user experience.

1.	Enhanced policy management including huge data analytics
Greater policy-driven autonomic support will be required for network automatic self-healing and self-organisation [C3-33] with no human intervention. Policy management will define operations that can be used autonomously by different network domain controllers providing activation and remediation functions, at the same time that cycle time and cost will be reduced. AI/ML is also needed to increase the degree of automation as an approach to enable the transformation from automatic functions (relying on handcrafted rules and hard coded logic) to autonomic functions that constantly and automatically learn from, and adapt to, rapidly evolving network behaviour. These data-driven functions eliminate the need for network tuning, detecting and resolving network incidents at much higher precision and significantly faster, in many cases even before they happen [C3-34], which enables a proactive assurance, based on a performance analysis, root-cause analysis, troubleshooting and fast resolution functions.

2.	Artificial Intelligent driven orchestration and network management
Intelligent network management mechanisms using AI/ML combined with analytics at the service orchestration platform will further optimise the network operations experience towards automation and zero-touch orchestration. It will enable a much more informed elastic management and orchestration of the network, often allowing proactive resource allocation decisions based on heuristics rather than utilising reactive approaches due to changes in the load. This approach would be in line with the goal of ETSI ISG called Experiential Network Intelligence (ENI) [C3-35], which proposes an engine that adds closed-loop AI/ML mechanisms based on context-aware and metadata-driven policies for network management to more quickly recognise and incorporate new and changed knowledge, and hence, make automatically actionable orchestration decisions.

3.	Cloud-native management and serverless approach applied to NFV orchestration
Cloud native refers to software built to change, scale, resilience and manageability. Cloud-native data is stored and structured in ways that encourage flexibility and gets comfortable with micro-databases that requires new levels of automation and self-service. Like cloud-native apps, cloud-native data platforms should scale up and scale out.
On the contrary, VNFs so far, have been implemented to be managed as monolithic applications by the current NFV MANO platform solutions. It is expected that the application of a cloud native orchestration approach to NFV MANO contributes greatly to increase that level of automation future networks is requiring towards real-time zero-touch orchestration or extreme automation [C3-36].
However, this is not a trivial process. Most of the existing NFV MANO orchestration solutions now follow the principles of ETSI NFV specification, which is focused on virtual appliances-based solutions, and lacks the information and guidelines to support the cloud-native architecture and environment. ETSI NFV ISG is currently proposing some modifications in their proposed architecture towards the support of a cloud native approach [C3-37].
The overall idea is that VNFs will have to be broken down into smaller microservices, and deployed as containers in the edge and both the public and private clouds. Leveraging Continuous Integration and Deployment (CI/CD), these microservices containers will be orchestrated and deployed with automation. In addition, Serverless computing as abstract execution model where the infrastructure provider runs the server, enables the connectivity and dynamically manages the allocation of resources is a trend to consider here. The independent software vendors who used to produce full-fledged network functions now become the vendors of smaller microservices. In this way, it is expected to achieve:
· Auto-provisioning: This is the management of resources automatically facilitating on-demand, self-service, programmatic provisioning, and releasing of resources. This will enable network services to run smoothly with on-demand allocation of resources directly from the VNF packages, and automatically handling the task of data analytics, and releasing the resources back to the pool when the service is finished.
· Auto-redundancy: This will enable to minimise failure risks automatically. The network services will be expected to be inherently resilient to failures. They automatically handle the outages and enable corrective actions. In the event of failure, the process instantly moves from one data centre to another without interrupting the service. This is executed so quickly that the service consumer does not even know. In case of the occurrence of a partial outage in one data centre, the VNFs/Network Services will continue running seamlessly.

[bookmark: _Toc39743061][bookmark: _Toc39842807]Service Injection Loop
The use of services in the NFV ecosystem provides existing network functions as on-demand services for Enterprise applications hosted within the cloud. Those services are created as a dynamic path to access virtual resources created on-demand and with the flexibility to be deployed in different locations. The provision and configuration of services are managed by the NFV orchestration layer in real time, to set up (and turn down as needed) suites or catalogues of connected services that enable the use of a single network connection for many services, with different characteristics, based on the available VNF to form the SFC. 
Architectural micro services provide modular, distributed software components that can be deployed in any environment with a standardised infrastructure, allowing distributed applications to be installed on a cloud infrastructure while maintaining maximum flexibility. Digital transformation is requiring significant changes to the network to be reliable and provide a high level of service to comply with Quality of Services (QoS) policies.
The creation of services should be reinvented for the new digital area; the way that services are provided today, should be flexible enough and tailored to customer needs to deliver a delightful customer experience. Using NFV, SDN and cloud computing create a virtual, cloud-based network that has the flexibility to automatically meet the service requirements of a rapidly growing set of network-based services.
Now, the innovation should be driven not only in the network transformation but also in the creation of new services, this will unlock the potential of digitalisation. Like the current trend on the DevOps approach and the agile development philosophy and operation of network services should be transferred to deliver the next generation of services. The use of predictive models is continuing to disrupt the way decision-making is occurring. This approach will create massive tailored service focused on the real need of the customer and specifically designed/customised for the user.
The main goal will be that services must interoperate with the platform capabilities, and be able to automatically adapt to the current needs and enhance the user experience. This approach can be followed by internally identifying and analysing the use of the service in order to recognise the limitations of the service. Human Centred Design (HCD) processes for interactive systems provides requirements and recommendations for design principles and activities throughout the life cycle of interactive systems.
Operators and infrastructure managers are already using AI/ML-based technologies to automate the use of the infrastructure. The requirements must be evaluated against existing operations, maintenance processes and tools. The new services should be enhanced with AI/ML also with highly specific requirements as mentioned before such as unifying strategies including carrier-grade, performance and operational capabilities.
Current work is focusing on the challenge of integrating new services in the NFV platforms, to automatize interoperability without breaking the components, and make those services available as a ”service store or repository”. A potential approach could be achieved through a Metamodel [C3-38] for services, to model, testing and onboarding in a runtime environment to become self-service platforms. To link them on demand, requires a new way of describing the entire platform and all its constituent endpoints at the right level of abstraction. The metamodel should be a single point of connection to support end-to-end automation of testing, onboarding and the lifecycle management process that can dynamically ingest and combine a broad range of microservices to compose a larger and complex one.
The customisation of the services based on the previous description will provide several benefits:
· Better user experience (UX), thanks to the Human Computer Interaction, based on consistency of solutions across multiple interfaces (mobile, traditional systems and human interfaces).
· Support inter-data connectivity between verticals slices to define new knowledge for defining automatic new services requirements, imposed by the service limitations and user interaction.
· Automatic test and validation of requirements and functionalities in several domains, (integration, deployment, on-boarding, lifecycle management).
For the onboarding phase, services will be complemented with testing files to be validated by the NFVO for a fully operational use, across multiple infrastructures. This approach will involve new business revenues to monetise the use of service by the user: pay-for-what-you-use services. It could also create models rather than sell a specific product: the most valuable part is going to be the output that the service offers.
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4.1 [bookmark: _Toc39842812]Evolution of Networks and Services	Comment by Artur Hecker: Originally taken from the contribution from Alex, Carlos and Dirk on DP evolution, but actually written in a broader way, so it would fit as intro.

Normally, we do not need an intro. (We did not have any in the v2, because the intro is somewhere else).

THIS IS NOT FINAL, as intro will need to be revised, when the other things are finalized. The suggested list of editors is taken from the previous intro plus of course the contributors of this text.	Comment by Artur Hecker: Alex, Carlos, Dirk, Holger, Artur
Distributed computing has taken a significant step forward with the development and utilization of the Internet in many industries, pushing forward the digitization of processes and having opened opportunities for many business-to-business (B2B) and business-to-customer (B2C) process to be improved or newly developed. The core design of the Internet started in the 1970s on very basic assumptions of an end-to-end connectivity between two remote machines, usually denoted as client and server. Inter-domain connectivity, enabled through the overall IP suite, allowed for reaching any server machine through a multi-tier architecture of autonomous systems (ASs). This basic principle, unchanged to this day, establishes the method for any service routing from a client to a server, i.e., the initiation of a call to a service name (expressed as a combination of hostname and service path) that ultimately leads to the initiation of a connection to the discovered server with a locator, i.e., IP address, bound to said service name and the exchange of a request and response in relation to the service. 
While unchanged in principle, many things have evolved from this basic picture of Internet connectivity. In the following, we differentiate three aspects, namely the nature of the communication over the Internet, the nature of services (and their relation) and the nature of the provisioning of services in the serving endpoints that are being reached via the Internet. 
When it comes to the nature of communication over the Internet, we can observe a significant change from the single client reaching a single server model outlined above. Today, many such servers are hosted in large-scale data centres, exposing their services via the data centre internalized routing mechanisms to the wider Internet – here, the client communicates to the data centre (over the Internet) rather than the server directly, said data centre serving as a point of presence (POP) for the service provider by enabling to host the service through the data centre provider rather than through dedicated resources provided by the service provider directly. In recent years, those POPs have been moved closer to end users in an attempt to reduce costs (e.g., for inter-domain transfer) as well as latency (by being closer located to the relevant users), particularly for services such as over-the-top video, social media and many others. This move has been specifically driven by large-scale service providers, such as Google and Facebook but also content delivery networks (CDNs), deploying their own POPs rather than relying on generic data centre resources, while also enabling the utilization of the compute resources by other service providers, establishing those companies as large cloud players in the market. Through this trend, communication in the Internet has become significantly focused on the customer access networks with, for instance, an estimated 61% of Asia Pacific Internet traffic expected to being served through CDNs alone by 2021[footnoteRef:2]. When combined with estimations of Netflix traffic, most of which is served through localized (often per major country) POP, of around 15% of Internet traffic[footnoteRef:3], and extrapolating this to other content platforms like Amazon, the newly announced Disney+ as well as local platforms such as BBC iPlayer, we can project the amount of frontloaded traffic to be easily around 90% of the overall generated traffic downstream to end users. [2:  https://www.marketwatch.com/press-release/62-of-all-internet-traffic-in-asia-pacific-will-cross-content-delivery-networks-cdns-by-20211-2017-10-02 ]  [3:  https://variety.com/2018/digital/news/netflix-15-percent-internet-bandwidth-worldwide-study-1202963207/ ] 

When it comes to the nature of services, the proliferation of the Internet as a means to establish fully digitized B2B and B2C process has evolved the simple model of a client-server exchange to that of a chain of (collaborative) transactions with the main focus on ensuring atomicity, combined resource management, and execution correctness of the transactions. This, in turn, has created the desire to extend the basic DNS+IP service routing, outlined above, through a network support for such chaining, as can be seen in the ongoing Service Function Chaining (SFC) work in the IETF[footnoteRef:4] . Many see such collaborative nature as a rise of in-network processing & computation capabilities, enhancing the basic packet transfer with, e.g., chaining, filtering or redirection capabilities, all embodied through the specific protocols that define said in-network processing, while a general framework for realizing any distributed capabilities (with the support of in-network compute resources) is still missing albeit work has started, such as in the IRTF recently established COIN (Computing In-Network) research group[footnoteRef:5] or IETF FORCES[footnoteRef:6] (separation of forwarding and control elements).  [4:  https://datatracker.ietf.org/wg/sfc/about/ ]  [5:  https://irtf.org/coinrg ]  [6:  https://datatracker.ietf.org/wg/forces/about/] 

The third aspect that has driven the evolution of service provisioning in the Internet is that of virtualization. After physical machines have been turned into virtual ones (over a physical host machine), driving the aforementioned hosting model in POPs, the evolution towards more lightweight virtualization approaches, such as through containers or even through application-driven unikernels has increased the dynamicity in utilizing service instances out of a pool of available compute resources. The realization of large-scale services, such as Gmail, YouTube and others, makes use of this approach by dispatching service requests at the DC ingress to dynamically created micro-services, which in turn are based on container-based virtualization. The 5G community has realized the power of such flexibility through the work on the enhanced service-based architecture (eSBA[footnoteRef:7]), which adopts the micro-service model for realizing vertical industry specific control planes over a cloud-native infrastructure, i.e., the so-called telco cloud. Service routing becomes key here for the dispatching of service request, e.g., for establish a data traffic session, quickly to the right service instance in the (often assumed distributed) data centre of the mobile operator.  [7:  3GPP, TS 23.501 – System Architecture for the 5G System; Stage 2, at https://www.3gpp.org/ftp/Specs/archive/23_series/23.501/ ] 

Many major Internet players, such as Google, have long recognized this trend and focused their attention to improve on service access in the customer access network (to their POP hosting their services). QUIC[footnoteRef:8], as an example, was initially purely driven as a browser-based extension on top of UDP as a differentiator for Google as well as Chrome-provided services, while standardization in the IETF only followed the initial deployment (in millions of browsers). The intention here was clear, namely improve the service invocation to those services (initially only Google ones) that support the (initially proprietary) extension, with the access been seen as a pure pipe of access with the drive of utilizing transport or application layer security mechanisms for everything from name resolution to service invocation.  [8:  https://datatracker.ietf.org/wg/quic/about/ ] 

Complementing virtualization of service elements, network programmability has seen entry to enable programmatic changes of forwarding operations post-deployment. In other words, programmability enables the functionality of all/some network elements, network functions and network services to be dynamically changed in all segments of the network infrastructure (i.e. wireless and wire access, core, edge and network cloud segments), possibly and often utilizing the aforementioned proliferation of virtualization technologies. Therefore, network programmability enables the support for different and multiple execution environments at the forwarding plane level, those execution environments enabling the creation, composition, deployment and management of network services and/or network functions. 
Let us turn to the aspect of digitization of processes and the proliferation of said digitization in many industries. Through this digitization, the number of use cases for communication technologies has significantly increased beyond the often consumer-oriented focus of many Internet services (such as social media or OTT video). Communication technologies have penetrated manufacturing process, vehicular communication, and the Internet-of-Things has created a vibrant industry sector with a plethora of service scenarios well beyond the consumer-oriented Internet. With this in mind, the nature of the service itself has widened significantly. As argued by, but not limited to, the 5G community, new verticals have brought new requirements to the table in terms of latency, resilience, throughput, among others. 
In addition to the wider scope of applying communication services in an increasingly digital world and the therefore widening requirements for the underlying communication solutions, another key aspect that is important for B5G is the nature of the service interaction in terms of the service invocation model that is being assumed. While we already discussed the transition from pure client-server to collaborative model, the ‘language’ chosen for the transactions performed in said collaborative chains also varies. Although arguments have been presented that HTTP may be seen as the new waist of the Internet[footnoteRef:9], the reality of many service invocation frameworks and protocols persists. Those range from request-response models (such as in HTTP), over pub-sub models (with HTTP/2 enabling some functionality to that regard) and message passing abstractions to remote memory access models (to create the perception of a large yet distributed computer with shared local memory). We can observe from this situation is that distributed computing has NOT converged onto a single universal invocation framework that can be used to connect to any other compute resource. Furthermore, each service invocation framework usually comes with its particular lower layer protocols onto which to map the service invocation itself (e.g., HTTP->TCP->IP), often only leaving IP as the only common denominator.  [9:  L. Popa, A. Ghodsi, I. Stoica, ‘HTTP as the narrow waist of the future internet’, Hotnets-IX: Proceedings of the 9th ACM SIGCOMM Workshop on Hot Topics in Networks October 2010] 

The key takeaway from those trends is that collaborative services in the Internet have moved on significantly since devising the key fundamentals of network forwarding that underpin the transfer of bit over Internet. In the following sub-section, we will focus on those aspects.
4.2 [bookmark: _Toc37175229][bookmark: _Toc39842813]Vision: Towards Smart Green Networks	Comment by Artur Hecker: Dirk, Holger, Artur
Beyond classical, use-case driven requirements, flexible provisioning and elastic execution of services emerge as key challenges for the future system architecture, along with a particular consideration for the ease of development. We believe that overcoming the traditional yet unnecessary separation of the entire compute-and-communicate infrastructure into separate domains (logic: network vs. application; business: telcos vs. clouds; silos: automotive vertical vs. manufacturing vertical; …) is the key contribution. The key to do that is operational control: how to control computation and communication in the provisioning and execution of services spanning across domain, with vastly different characteristics. Hence: 
A Smart Green Network is a system based on a single, unifying controllability framework spanning any resources a tenant is authorized to control, including from previously separate and heterogeneous domains, e.g. enterprise and telecom networks, virtual and physical, data centers and routers, satellites and terrestrial nodes, etc. The unifying controllability framework will allow instantiating and executing any control architectures, constrained by well-defined limits to the execution of each individual control architecture (Figure 1).
Smart Networks will be a key enabler of all the other application domains in higher layers, which are built on top of high-performance communication systems and networks.
[image: ]	Comment by Artur Hecker: To be reworked.
Figure 3 [bookmark: _Ref510784438]The Smart Green Networks concept

Hence, key challenges that the Smart Green Network control layer must solve are the aspects of control over multiple general-purpose, distributed, network control operating systems; the availability of powerful abstractions to resources to services; new naming schemes for virtualised resources; dynamic and automated discovery; intent-based open APIs and highly configurable policies to control the resource and service access and dynamics; isolation of application’s execution environments and performances; a high degree of automation and support of self-* principles (self-driving networks).
Such a control task comprises a lot of challenging algorithmic problems. In addition to time-proven algorithm design approaches that yield provable and understandable behaviour. The Smart Green Networks concept will also use existing AI/ML algorithms as well as propose new, network-suitable, distributed AI/ML, to implement data-driven closed control loops that can enable cognitive and comprehensible system behaviour. The training and validation of such technologies require the availability of cross-technology and cross-sectorial datasets that do not exist yet. The networking research community needs to build those datasets, agreeing how they are generated, accepted and accessed.
Hence, it is imperative to:
· Build the cognitive and autonomic end-to-end orchestration based on network and non-network functions and datasets (typically from the vertical application layer and beyond the mere communication aspects);
· Allow dynamic pooling of local resources from diverse participating devices;
· Offer programmable analytics to the application layer through open interfaces;
· Support and instantiate more and more service intelligence at the edge as well as across cores.
The vision laid out hereupon transcends, rectifies and concretises the previously proposed concepts of 5G network slicing, application-centric infrastructure and application-driven networking in that:
· It is not limited to neither 5G in particular nor to mobile networks more generally, but rather aims at machine-aided, end-to-end, fine-grained and native service deployment “over everything”, including at larger and varying scales, across multiple domain types and for different purposes;
· It is not limited to a single domain of any kind, but rather advocates different per-tenant views on a possibly shared i.e. common resource pool, where a tenant can pool together and use any resources available to this tenant. As such, a tenant can be a physical network provider, any MVNO or a syndication of different stakeholders agreeing on common policies and needs (e.g. so-called vertical industries), or it can be a single terminal, an application type or an application on a terminal;
· It is not limited to a vision and does not stop at current enablers like SDN and NFV, but rather asks for a solution to set of problems defined in this text to realize the vision in really deployable infrastructures.
The following subsections discuss different fundamental problems that have been identified, as well as their related implications, in respect to future research challenges.
4.3 [bookmark: _Toc509511047][bookmark: _Toc37175230][bookmark: _Toc39842814]Virtualised Network Control for Increased Flexibility	Comment by Artur Hecker: Elisa, Franco, Martina, Carlos, Dirk, Jorge, Artur

We need to elevate this section to become the driver for the main vision in the system architecture. The solution that we are after (yet do not have) is supposed to become the magic glue between virtual and physical resources, the role of which can be changed anytime. We should probably explain that “resources” here become atomic modules at some level of abstraction, but could be decomposed further using the same mechanisms to recompose back to something that looks like a coherent individual module again.

We should address the question of how we believe actuators and sensors should be included in this.

Update: I have updated the introductory text juxtopposing things and added subsections, which should be developed, as we discussed per email.
Like the Internet of today, the Internet of the future will be a complex planetary system made of myriads of physically interconnected elements, logically broken in separate islands, each possibly applying different security policies, routing mechanisms, access mode to application services. With more and more intelligence and computing power available per resource, resources will be configured and orchestrated dynamically (i.e. also reprogrammed in runtime), both to deploy/support new services and to better match the requirements of services running over the network.
Hence, unlike the Internet of today, the Internet of the future will exhibit a higher dynamics, notably in its topology, and should better support virtualization, paving a possible path for its own technology evolution, very difficult today at a global scale. With that higher dynamics and the co-existence of virtual and physical entities, the physically separate policy islands of today will often overlap in the future.
A massive number of devices will be connected and will generate and exchange very large quantities of data. Useful insights will be generated based on the automatic analysis of all that data. The infrastructure that supports society (IoT, cyber-physical systems) will also be integrated with the Internet, which will help improve the effectiveness and efficiency of both.
These trends imply that the future network technology will have to support the Internet economy and the particular needs of the cyber-physical infrastructure alike. It will have to work with virtual objects and remote objects, the density, distribution, longevity and interconnection of which in any area can vary a lot (cmp. DC virtual machines against physical L3 routers). It will have to integrate local and remote objects and different connectivity modes seamlessly. It will have to handle its own constituting nodes and services of transient nature, e.g. which can disappear and reappear, possibly at a different location and in zero time, which can be multiplied and shrunk without notice, etc, At the same time, this future network will be expected to operate as a facility: it will be relied upon by private users, businesses, critical branches and governments. It will have to be resilient to both failures and security threats, in a world, where autonomic operations for both services and infrastructures, and in particular AI/ML techniques, will be widely used. Open standards will be required, while governments will want to impose limits and regulations on the usage of all the data required to drive these new systems. In this context, overcoming the digital divide will be a key driver for technology evolution, and personal freedom and rights will need to be assured across all media.
4.3.1 [bookmark: _Toc37175231][bookmark: _Toc39842815]Programmability is control
Future infrastructures must therefore be extremely flexible in operations and elastic in resource usage. Programmability of resources is the only way to achieve this. However, different from configuration management, programmability requires runtime resource control, i.e. a way for a program executed somewhere to receive some infrastructure event and to possibly tell to a given resource what to do, both proactively and reactively, including in runtime. The requirements on any control plane are classically intrinsically linked to the requirements on the data plane. Yet, with programmability, *any* data plane becomes possible, and hence, both functional and extra-functional requirements on the control plane are enormous. For a control plane used for software-defined infrastructure operations, network structure, the available functionality, transported payloads, data rates for the latter, the latencies of exchanges, the resilience and the security are difficult to predict.
A programmable network must provide an autonomic programmability after setup, as setting up such a versatile and resilient control plane manually is not a skill readily available in any environment.
Network control should have the capability to dynamically flow among the network elements, across multi networks - system of systems, layered systems structure. End to End Service assurance. Dynamic resource management to fulfil different SLAs. The boundaries of the responsibilities, power and rights for each stakeholder in the ecosystem would be the key for a secured, SLA guaranteed solution.
4.3.2 [bookmark: _Toc39842816]Ownership through control
We need to address the ownership considerations, to the extent that this is still a technologically oriented text, not an economic assessment paper
4.3.3 [bookmark: _Toc37175232][bookmark: _Toc39842817]Reprogrammable Networks, Mixed Virtual-Physical Environments and their Operation
Infrastructure programmability is key requirement to achieve flexibility and elasticity (to be properly defined).
· We should insist on
· The dynamicity of the resource pool (not only in the load, but in its presence - e.g. each individual resource could exhibit on/off behavior, i.e. suddenly disappear; it could also physically move; it could change its connectivity).
· The known unknowns (or something like this – we should explicitly explain that we cannot assume that everything about the resource pool is perfectly known. For instance, at the resource level, on which this section is positioned, resources will not be informed of business level decisions, so new resources can be added, or some resources can be removed somewhere, without any explicit information sent around).
4.3.4 [bookmark: _Toc37175234][bookmark: _Toc39842818]Acknowledging known unknowns
Multi-tenant environments, resource layer far away from business layer.
Ergo, many events will not be announced. The system will have to adapt instead.
4.3.5 [bookmark: _Toc37175233][bookmark: _Toc39842819]Towards Flexible Control: separation of control from controllability
We should probably clarify the suggested separation of controllability (ability to control) and control as such. E.g. we could provide a concrete use case, where in a programmable compute/networking infrastructure, any individual “box” or “device”  - let’s use “resource” unless there are major objections - can take different roles following the reprogramming action and therefore has to redo neighbor discovery, interconnection, possibly routing/forwarding for its novel control plane needs, etc. We could compare e.g. BGP and RSTP agent on the same node, or something like that. Better use cases would mix CT and IT types of control.
· Need to explain why control and controllability separation can be advantageous
· We should explain the structure adaptability / rewiring. Since we want the controllability to be the common denominator, we cannot predict the setup. This is driven by three observations:
· One difference to the previous situations would be that we cannot make many assumptions about the density of the network/infrastructure, its scale, or the homogeneity of these things. Compare it to a typical RSTP use case: we can rule out many unreasonable assumptions about how many Ethernet bridges can be interconnected how. This does not hold, once you mix physical and virtual switches in the core, access and DC networks.
· Another difference is that we cannot know what the expectations of the actual control solution are. Some control solutions expect a centralistic solution, where maybe the controller should sit at the root of the tree. Some other control solutions actually would profit from a one to all communications, suggesting some more efficient message distribution structure, etc.
· With the potentially transient presence of every resource and every link (subject to reprogrammability, physical movement, etc), the underlying structure and topology could change any time.
4.3.6 [bookmark: _Toc37175235][bookmark: _Toc39842820]Separate Decision from Enforcement (Intent-based Networking?)
A key challenge is to separate enforcement (the ”how” part) from the decision (the “what” part), as well as to investigate the ways, in which the control boundary evolves between the objective (e.g., a number of decisions at a given point in time) and its realisation (e.g., considering the operational limits of realising any decision being made). Future networks need enhanced flexibility in assembling service offerings at runtime by the (virtual) network operator. Therefore, the softwarisation of telecoms is crucial and future research efforts need to converge to consolidate the good results achieved by the scientific community so far.
To address this challenge in a ”not-always fully known environment”, we envision decision modules as software control elements, realising an adaptive control over the resources they manage. Changes in control objectives are reflected in the existing software, which, in turn, can establish additional software elements in order to react to changes in the control objectives. The enforcement, e.g., of flow handling or computation instalment, is realised by the resource owner, possibly self-constrained by objectives imposed by the physical infrastructure and its operational environment. The overall system will nevertheless need to reliably fulfil the service requirements.
4.3.7 [bookmark: _Toc37175236][bookmark: _Toc39842821]Protected Mode

4.3.8 [bookmark: _Toc39842822]Control of Various Virtualisation Layers	Comment by Artur Hecker: The title is OK, not sure about the content.
In computing, there has long existed a tension between isolation and robustness on one side, and performance on the other side. One example of this tension is the famous debate between Linus Torvalds – advocating for a monolithic kernel – and Andrew Tanenbaum – advocating for a micro-kernel approach.
Starting from these roots, the advances in recent years on cloud-based services and NFV architecture and platforms have moved the community focus on the performance and flexibility offered by compute virtualisation technologies (e.g., Xen, KVM, VMWare, Hyper-V, etc.) when running guests based on general-purpose operating systems. The virtualisation of network and non-network functions has many potential options today, starting from general purpose virtual machines based on Windows, Linux or FreeBSD to the more recent lightweight virtualisation technologies including containers, unikernels (i.e. specialised VMs with single-application function) and minimalistic distributions of general-purpose OSes (OS tinyfication).
The main challenges to solve in this area of research can be briefly summarised in:
· Performance Area (SLA), i.e. design platforms that can support the specification, realisation and runtime adaptation of different performance metrics, taking into account workload type, size of the workload, set of virtual machines sharing the underlying infrastructure, etc. More in details, main challenges exist in:
· Optimising the VNF provisioning time (including up/down/update) which includes the time to implement resource allocation at hypervisors, select the guest and host OS flavours, configure the need for hardware and software accelerators, etc.
· Increasing the runtime performance (achievable throughput, line rate speed, maximum concurrent sessions that can be maintained, number of new sessions that can be added per second) for each virtual function.
· Efficient inter-VM networking solutions that can support the achievement of the required performances.
· Continuity, Elasticity and Portability, i.e. service continuity of virtual functions can be interrupted due to several factors like upgrade progress, underlying hardware failure, unavailability of virtualised resources, software failures, etc. Some of the challenges to study and address include:
· Coupling of virtual functions and applications with the underlying virtualisation infrastructure, e.g. in terms of hypervisor type support, new hardware capabilities (e.g. packets acceleration), etc.
· Service continuity, i.e. to achieve efficient high availability of the virtualisation technologies in use for seamless (with zero impact) or non-seamless continuity of the supported services.
· Service elasticity, i.e. to extend and rapidly adapt service coverage.
· Scalable continuous monitoring, i.e. to collect and process state information from various sources and trigger new service optimisation strategies of the intelligent Smart Networks.
· Security of the virtual functions and applications and their states. Challenges in this area mainly concentrate around the support of multi-tenancy and secure slicing of the infrastructure resources, for which it is critical to
· Guarantee complete isolation across resource entities (hardware units, hypervisor, virtual networks, etc.) and provide secure access between VM/container and host interface, VM-VM or container-to-container communication, etc.
· Quarantine compromised entities while ensuring service continuity for other resources.
· Securely recover from runtime vulnerabilities or attacks and restore the network functions to an operational state.
· Management of the operational aspects of the virtual functions and applications to implement centralised control and visibility, proactive management for dynamic resource allocation, auto-restart in HA model, audit trails, patch management, etc.

4.4 [bookmark: _Toc37175237][bookmark: _Toc39842823]Re-Thinking the Data & Forwarding Planes	Comment by Artur Hecker: Alex, Carlos, Dirk
4.4.1 [bookmark: _Toc37175238][bookmark: _Toc39842824]Design Considerations for an Evolved Data & Forwarding Plane 
The original design of the IP-centric data plane of the Internet focused on three key fundamentals (i.e. principles – key design choices), namely ensuring global reachability through a robust packet forwarding mechanism that would provide a best effort service to higher layers[footnoteRef:10]. Those higher layers would then complement the basic mechanisms through aspects of, e.g., reliability, error control, but also support for specific service invocation models. From our discussion in Section 2.x.1, we derive a number of design considerations for data plane solutions that would ensure a continued support for the evolved services and interactions we have been seeing in the Internet (and discussed briefly in Section 2.x.1), depicted in our figure below and discussed in the following. At this stage of formulating a research and innovation agenda, we choose to formulate our list as design considerations rather than principles since only further research and the following discourse from said research can establish the right set of principles that the emerging solutions will adhere to and can be tested against. [10:  D. Clark, “The Design Philosophy of the DARPA Internet Protocols”, Proc. SIGCOMM ‘88, Computer Communication Review Vol. 18, No. 4, August 1988, pp. 106–114 discusses other goals as well (including cost efficiency) but we focus on those key aspects initially.] 

It is important to note that evolved data & forwarding plane solutions do not need to necessarily address all considerations and we can already see examples for proposed solutions[footnoteRef:11] [footnoteRef:12] [footnoteRef:13] [footnoteRef:14] [footnoteRef:15] [footnoteRef:16] considering certain aspects described here: [11:  S. Ren et al., “Routing and Addressing with Length Variable IP Address”, Proc. Of ACM SIGCOMM NEAT workshop, 2019]  [12:  R. Li et al., “A Framework for Qualitative Communications using Big Packet Protocol”, Proc. Of ACM SIGCOMM NEAT workshop, 2019]  [13:  R. Li, “Network 2030 and New IP”, 15th International Conference on Network and Service Management, online: http://www.cnsm-conf.org/2019/files/slides-Richard.pdf, NOMS 2020 ]  [14:  Pouzin Society, RINA: Building a Better Network, online: http://pouzinsociety.org/education/highlights ]  [15:  D. Trossen et al., “Service-based Routing at the Edge”, online: https://arxiv.org/abs/1907.01293v1 ]  [16:  SCION Internet Architecture, online: https://www.scion-architecture.net/  ] 

1. Dynamicity: As observed in Section 2.x.1, relationships are bound to become ever shorter lived, driven by virtualization approaches, with the possibility of network resources to appear and disappear frequently. This introduces aspects of dynamicity into the relations that significantly depart from the long-lived locator concept that underpins IP, which assumed a long-lived relation between a client and a portal of information in the Internet. Instead, the assignment of forwarding relationships must be able to align with the ability of the corresponding SW component to change relationships, otherwise the data plane will only inadequately support the advances we see in complex SW systems utilizing the Internet, e.g., through container-based micro-services.
2. [image: ]Green efficiency: While we recognize that many of our considerations can be and partially have been realized through a myriad of add-ons, extensions to and overlays on top of Internet protocols, we strongly believe that green efficiency is a consideration that must be added to the design for an evolved data plane, even to the point where the selection of suitable mechanisms ought to include an energy efficiency KPI at the same level of today’s focus on performance KPIs such as throughput or delay. Overprovisioning and the aforementioned overlaying of solutions to improve on otherwise limited designs have played too long a role in communication networks for it to continue in the light of the increasing policy trends to fight against climate change, such as Europe’s New Green Deal[footnoteRef:17]. While providing a flexibility in change (through yet another overlay), it has also led to complexity in management and the inefficiencies caused through indirections over many shim layers that make up the final communication relation. This not only stands in the way of achieving true high throughput and low latency communication, as demanded by many of the emerging services, but also drives the ever-growing ratio of ICT with the global energy consumption[footnoteRef:18]. [17:  https://www.gndforeurope.com/ ]  [18:  https://www.enerdata.net/publications/executive-briefing/expected-world-energy-consumption-increase-from-digitalization.html ] 

3. Qualitative Communication: Relationships will not only become more dynamic in nature but also more complex in terms of inter-dependencies. The current model in the Internet treats relationships at the application or session layer, realized through independent connections, managed through protocols like TCP and others, with separate resource management schemes. This leads to inefficiencies in cases where one sub-relationship is transferred well compared to the other, spending efforts on, e.g., error control, for a sub-relationship that is reduced in value due to reduced performance of another sub-relationship. The result is often overall loss of end user experience that ultimately decreases the value of the communication. This qualitative communication is crucial to be taken into account when designing data plane solutions in order to be able to optimize the use of resources spent on the overall relationship rather than the sub-parts of it. Leaving this handling purely to the application or session layer leads to inefficiencies of resource usage, which can be avoided through, e.g., additional in-packet metadata at a lower part of the data plane, expanding on existing concepts such as service function chaining (SFC)[footnoteRef:19] albeit for parallel not sequential transactions.  [19:  https://datatracker.ietf.org/wg/sfc/about/ ] 

4. Security plays an important part in data plane mechanisms and the current Internet has well recognized this with security considerations having become essential in every protocol solution standardized, for instance, in the IETF. However, the fundamental of building security on top of an otherwise unsecured packet forwarding has not changed, therefore focussing efforts on end-to-end security of the application-level content, but not the security nor the privacy of the packet forwarding operation itself (who is talking to whom, compared to what is talked about). As a consequence, this has enabled for long mechanisms such as IP geo-tracing as well as enabling spoofing and therefore denial of service attacks. Mitigating methods deployed are add-ons to the otherwise unsecured IP, require extra effort rather than basing themselves on an intrinsically secure design per se where security of end points and networks alike is ensured together with the privacy of the interaction between communicating end points, striking the right balance between accountability and anonymity. 
5. Precision delivery: the best effort nature of the current IP suite does not suffice for a number of the new emerging services for Beyond 5G and will therefore need to be extended in order to capture the many new services that demand specific performance characteristics, such as strict delay and latency bounds for system control, human interaction and many other services as well as on-time bounds. This requires the control loops involved to ensure the specified performance requirements, particularly for access networks with widely varying performance characteristics such as wireless. 
6. Diverse Addressing: While the universality of higher layer service concepts over a single addressing scheme has been praised as key for the Internet protocol, we assert that the support for diverse addressing will need to replace this aspect of the current Internet in order to improve on efficiency when supporting the many new services, we foresee being realized while still ensuring the global reachability that the current Internet has achieved. This could lead to solutions for optimized Internet-of-Things communication (with smaller identifiers being used for efficiency purposes), while preserving inter-domain access to the IoT resources. As another example, instead of relying on an interaction between DNS and IP routing, adding initial latency to the service exchange (and leading to problems in future service invocation if service relations might dynamically change), research in, e.g., routing on labels[footnoteRef:20], information-centric networking[footnoteRef:21] and solutions on semantic addressing[footnoteRef:22] have shown that those latencies can be significantly reduced through name-based addressing, pushing name information to the far edge of the network as a trade-off (which can be accommodated through increasing availability of storage, even in mobile devices), while still scaling to significant network sizes, particularly in the recognition that much Internet traffic is being localized, as discussed in Section 2.x.1. In addition, changes in named relations become merely an ingress routing decision, being removed as a burden from the DNS, for instance, therefore significantly increasing flexibility in routing when the service instance serving a named relation is changing in the light of virtualization of service endpoints, as discussed in Section 2.x.1. [20:  M. Caesar et al., “ROFL: routing on flat labels”, ACM SIGCOMM Computer Communication Review August 2006 https://doi.org/10.1145/1151659.1159955]  [21:  G. Xylomenos et al, “A Survey of Information-Centric Networking Research”, IEEE Communications Surveys & Tutorials ( Volume: 16, Issue: 2, Second Quarter 2014 )]  [22:  Trossen et al., “Name-Based Service Function Forwarder (nSFF) Component within a Service Function Chaining (SFC) Framework”, Internet Society, RFC 8677, at https://datatracker.ietf.org/doc/rfc8677/ ] 

The aforementioned considerations for designing suitable packet delivery solution need to furthermore consider the following aspects when being realized for and deployed in the emerging communication infrastructure:
7. Manageability: All the above characteristics will require suitable instrumentation to monitor and validate the delivery of promised assurance levels via suitable control and management approaches. 
8. Programmability: Operators will need to be provided with the methods to dynamically govern the forwarding plane in order to rapidly and easily introduce new network services or to adapt to new enhance and modify contexts. Such programmability particularly aims at providing the desired overall green efficiency by moving from HW updates to SW upgrades instead, including executable code to be injected into the execution environments of network elements in order to create the new functionality at run time with the required security characteristics.
9. Slicing: Resource usage through slicing needs to be utilized to enable easy and efficient execution of multiple and different types of delivery mechanism, possibly each with different guarantees for KPIs/QoS/ stringent non-functional requirements of network services at a given time on the same infrastructure but across separated resource pool for realization of the desired functionality. Such slices may offer uniform capability interfaces to entities and network functions, abstracting the autonomous loosely coupled slice components with different functional and non‐functional behaviour.
4.4.2 [bookmark: _Toc37175239][bookmark: _Toc39842825]Key Research Questions for Realizations of Evolved Data & Forwarding Planes
We have focused our discussion so far on the extended fundamentals for an evolved data plane, having widened the design space for new solutions as motivated by the emerging services for a smart connectivity. In the following, we will focus on key questions that drive the realization of solutions within the aforementioned framework as defined by the extended fundamentals we identified; those questions driving future research into evolved data planes. 
1. Which layering in which part of the network? In order to cater to the often starkly different ‘scopes’ of communication, ranging from localized sensor communication over POP-based access to OTT services to truly global communication, the question on layering is crucial in the light of an efficient/green implementation of the overall system. With the desire to support diverse addressing of the data plane, the question needs consideration as to what layer best realizes the semantically different forwarding operation(s) most efficiently, taking into account not only the individual service itself but also the overall system efficiency from the perspective of those resources providing the suitable solution. 
2. What is the role of soft architecting? With the proliferation of SW-centric approaches to networking, separating HW and SW realization and allowing for a much higher degree of post-production as well as post-deployment programmability, the question arises on what the deployed architecture really is or if everything manifests its own (soft) architecture? If we take such soft architecting for granted, the desire to agree on a common substrate on top of which all such (soft) architectures reside still remains, similar to the origin of the Internet protocol albeit with a possibly different answer. Instead of the commonality being that of a common postal system between locations, such commonality could well be the interconnecting bus like system between a localized compute resource with everything else, including global routing, being a mere application. Any answer, however, should provide the right set of fundamentals among those outlined in Section 2.x.2 that align with the services at hand. In other words, soft architecting has provided the path for change but nonetheless requires the right (SW-based) solutions within the fundamentals nonetheless required. 
3. What are the tussle boundaries of the overall system? Tussles[footnoteRef:23] are caused by interactions of players as defined through the interfaces of the overall systems, with each player often pursuing their individual interest. Understanding the boundaries of tussles, the mechanisms to express them and those to resolve them, is crucial for the overall working of the system. Much has been done to study the tussles of the Internet (and its main players) but postulating a system of high dynamicity also postulates one of changing relations, particularly when it comes to trusted relations. Enforcement through trusted third party is often a mechanism that will not do in such often ad-hoc relationships and solutions will need to realize more suitable, equally dynamic and ad-hoc mechanisms to ensure an otherwise trustworthy execution of the overall system, while also preserving the privacy and ensuring the security of the individual participants.  [23:  D. Clark, J. Wroclawski, K. Sollins, R. Braden, “Tussle in Cyberspace: Deﬁning Tomorrow’s Internet”, ACM SIGCOMM, 2002, available at http://conferences.sigcomm.org/sigcomm/2002/papers/tussle.pdf ] 

4. What data is required to make the data plane work (well)? Any data plane solution, including existing ones, works on a set of metadata, such as identifiers, as well as state, such as link data. While much of this data is vital for the basic operations realized in the data plane itself, it is also required for control plane decisions (e.g., for load-depending resource allocations across the network) and for realizing management goals (e.g., matching long term demand to supply information). With this in mind, data plane solutions must not focus solely on hitting the key fundamentals outlined in Section 2.x.2 but also enabling a fruitful interaction with the corresponding parts of the overall system that ensure the working beyond the pure transport of relationship information.
4.4.3 [bookmark: _Toc37175240][bookmark: _Toc39842826]Recommendations for Actions towards Evolved Data & Forwarding Planes
The following list are suggestions for important actions towards realizing the research agenda for DP/FP evolution, not claiming to be exhaustive:
1. Call for internationalized efforts: given the challenge to evolve and change the data /forwarding planes, European efforts should liaise or even directly collaborate in internationalized research efforts, i.e., in the creation of solutions not just the exploitation in standards or OS communities. This could be realized through targeted international calls (e.g., EU-China, EU-US, …) calls on data/forwarding planes technologies as well through the creation of international expert groups, e.g., in coordination and support actions. 
2. Call for experimentation: although strong theoretical foundation is desired for any change of fundamental data/forwarding planes functionality, strong experimental evidence and large scale open testbeds are crucial to show feasibility but also foster adoption through the operational community. This could be realized through an evolution of the original FIRE efforts or a similar trial phase as in 5GPPP. Open experimentation data/forwarding facilities are required for a large number of third party experimenters of promising solutions and possibilities for looking beyond 5G - an internet of experiments (IoE)
3. Call for data/forwarding planes research repository: in order to foster the adoption of evolved data plane technologies, experimentation (see item 2) will need to ensure replicability in other, possibly pre-commercial or otherwise research, settings. This could be ensured through making evidence data and code base availability mandatory for certain aspects of data plane research (e.g., for certain TRLs upwards), including migration solutions that will allow legacy IP-based applications and IP-Services to be used with the new enabled forwarding plane capabilities.
4. Call for clean slate research: following the argumentation in other efforts, such as FP7 FI, NSF FIND, the evolution of core internet technologies requires a combination of an evolutionary and revolutionary approach. This could be achieved through setting aside specific clean slate or greenfield funds for testing more revolutionary approaches to the data plane evolution.
5. Call for funding data / forwarding planes research in solutions along the considerations discussed in Section 2.x.2, such as those providing precision delivery in extension to existing best effort. Examples for such research aspects are
a. Precision, i.e., QoS-defined, packet delivery to extend/complement best effort delivery
b. Intrinsically secure, i.e., authentication and accountability of, packet delivery
c. Semantic routing, extending current endpoint-based routing for lower latency and higher flexibility delivery of service requests
d. Deployment on tenant-specific (in-)network service functions
e. Inter-connection of compute/storage resources at Layer2, with focus on customer access networks while interconnecting to Internet-based clouds
f. Programmability of the forwarding plane under control triggered by management functionality
4.5 [bookmark: _Toc509511049][bookmark: _Toc37175241][bookmark: _Toc39842827]Efficiency and Resource Management (was: Slicing and Orchestrators)	Comment by Artur Hecker: Franco, Martina, Carlos, Jorge
Slicing promises a network-spanning (i.e., end-to-end), user-driven customisation of the basic, currently often invisible, network primitives. This translates to several new problem spaces, currently unaddressed, underestimated or completely overlooked in both the industry and academia.	Comment by Artur Hecker: This is agreed but must evolve in three aspects:

From operator-centric slicing to per user or per app slices
Beyond isolation: dynamic resource control is the main problem (it’s already mentioned, insist on that), possibly also with conflict resolution in federated and decentralized settings
The managed/controlled resource pools cannot be presumed super stable and fully known, if we assume that they are also part of the working of the same type of machinery. The on/off and changing footprint natures should be explicitly worked against.
4.5.1 [bookmark: _Toc37175242][bookmark: _Toc39842828]Network Slicing versus Network Capacity Planning
As network slicing promises a sheer endless customisation of network-spread functionality, it becomes difficult to plan the capacity of network infrastructures in the same way as today. Whereas operators currently use their combined empirical knowledge regarding both infrastructure and the expected service (and its prices), network slicing turns this principle upside-down: while the infrastructure operator remains ignorant of or neutral to the service, the slice owner is expected to translate the service to capacity requirements, an exercise that lacks a reliable general methodology. Incapable of correctly translating service to capacity requirements, slice owners are likely to engage in a cloud-like operation model: start small, expand or reduce contracts as you go. The elasticity of the slice therefore is a central requirement. This fact together with the required radical reduction of the service creation time (from 90 days to 90 minutes, as per 5G PPP KPIs) underlines the upcoming shift from planning of the infrastructure to continuous (and likely dynamically adapting) runtime operations on the latter. In simple terms, network planning and network slicing are misaligned, as the former, driven by the presumed physical deployment, operates within completely different time frames than the latter, which exhibits on-demand elasticity.
Hence, what matters for slicing is less the initial planning and much more the runtime (continuous, real-time, hot) management and control. If network slicing wants to succeed in the above sense, the employed technologies must embrace this change and provide mechanisms and practices that feed runtime control over a longer timeframe back into the planning and investment cycle for network infrastructure.
Independently of scale, slicing renders the infrastructure usage and occupation much more diverse and more dynamic. This emphasises the requirement for continuous operation of the latter (real-time management or control). It means that infrastructure control and management are required to handle the dynamics in a new, currently unsupported manner. This includes handling node and service element loads, departures, additions, errors and the like.
Runtime management and control ultimately still drives the longer-term planning that we can see today in networks. In staying with our cloud analogy, the longer-term demand and supply pattern emerging from the many tenants of a data centre still drives the planning, and therefore investment patterns, for sufficient build-out of the cloud. Similar feedback must exist for slicing-based network infrastructure albeit situated in a many point-of-presence nature of resources, utilised over a possibly huge area of requirements on those resources.
4.5.2 [bookmark: _Toc37175243][bookmark: _Toc39842829]Slicing Requires Novel Resource Control Means	Comment by Artur Hecker: Should go completely into the virtualized control chapter above.
With network slicing, the decoupling of the platform delivering the service and the service elements reaches a new level. While IP networking has decoupled services from network infrastructure by putting all services on the same technological foundation (the TCP/IP suite) and by pushing the service logic to the edge, slicing brings additional degrees of freedom in flow processing and combines edge and network in one logical entity; it is possible to have different flow processing logics active at the same time within the same physical infrastructure, usually in the form of software elements (different configurations, different active modules) deployed on top of more generically capable hardware resources. Whereas today’s networks rely on specific flow processing machines (e.g., IP routers or Ethernet switches), whose flow processing capabilities are intrinsically linked to the purpose of the device, network slicing breaks this barrier by allowing to define different flow treatments on the same network node and by concurrently reusing any given link for flows of different slices requiring different assurances. This immediately raises a completely new question of a service-independent control of resources per se: as all infrastructure capacities are, in principle, slice-independent, we need a means to make sure that the execution of any slice-specific element on an infrastructure element is durably possible. In other words, while a router routes and a switch switches, and there is hardly anything to verify about that, slicing means to tell a node to route, while this same node is possibly also doing other tasks at the same time. It must be verified that it routes correctly over time despite the task overlap. Classically, control was always something integrated in a particular solution logic (on the respective OSI layer or abstraction level) and directly projected to resources dedicated to realize (a part of) that solution. Previously, as existence and function of a node used to be the same, so was their control. For example, network service errors can be traced down to network element errors, by using network service control means. With slicing however, this changes drastically: we need to understand resource control as a new, paramount domain: because a node or link generally does not have a single predefined function (see subsection 8.2), there is a new requirement to allocate, monitor, migrate and execute/run several service elements on a shared, per se service-agnostic, infrastructure node.
Additional complexity arises from the insight that a slice function does not generally translate to a single infrastructure element, but can be sustained by capacities distributed over the infrastructure. Due to scalability and availability requirements, most network functions rely on hugely distributed realisations, causing the allocation, extension, monitoring or migration of a network function much more challenging than the question of copying a software state from one node to another.
Challenges on resource control in Network Slicing include:
· Resource control emerges as an initial glue that first allows operators to slice their infrastructures, i.e. as an initial new service that allows to allocate, monitor and remove service elements from sets of nodes and links. To avoid vendor lock-in and to allow truly end-to-end slicing, it is exactly this glue that requires standardisation, and not any domain-specific management interface.
· Resource control must be able to reach out to all infrastructure resources and be capable to check the states and operations of all slice-specific elements on those resources. Besides, the realisation of the resource control itself should follow the insights from above, i.e. it must be distributed over all nodes and support elasticity of itself (compare with subsection 8.2).
· Because of the novel degree of decoupling service elements from the infrastructure, the central problem of slicing is not to make a blueprint, but to be able to execute any requested blueprint on top of a shared, distributed infrastructure composed of different capacities, occupied by loads from other executed slices. Such a distributed guaranteed execution under contention and with concurrency is extremely challenging and, currently, can only be solved on very small scales.
4.5.3 [bookmark: _Toc37175244][bookmark: _Toc39842830]Slicing Efficiency is a Question of Scheduling
A different problem space, intimately related to the efficiency of slicing and the Total Cost of Ownership KPI, opens once one delves into the resource allocation question. Given a blueprint, one must find suitable resources in the infrastructure and make a reasonable long-term allocation of the blueprint on the selected resources (lifecycle as per slice lifecycle). This topic has received a considerable attention under the academic title of ”virtual network embedding”. As a result, both simplified greedy solutions and optimised heuristics (with tunable sub-optimality bounds) to this problem are available. However, the overall resource allocation problem of network slicing is twofold, and the second part is unsolved. This second problem is related to the question of elasticity of slices. More generally, to achieve slice properties not readily provided in the serving infrastructure (e.g., elasticity, but also availability, resilience, latency guarantees, etc.), slice embedding will be usually broader than the purely functional requirements of the blueprint. Therefore, for every entering flow, a simplified, yet more dynamic and online question of the resource allocation problem will arise: which of the suitable function-equivalent infrastructure resources should be involved into the treatment of that flow? This problem is one of job scheduling in the prepared infrastructure. (Note that this cannot be done within the slice, if the infrastructure owner promises (and sells) the extra-functional properties of the allocated slice; in other words, such provisioning will be done in the infrastructure, transparently to the slice owner).
The answer to the question of runtime networked job scheduling is paramount to address the Total Cost of Ownership (TCO) KPI, as a solution to this problem would allow to overprovision slices, without the need to overprovision the underlying infrastructure. The runtime networked job scheduling therefore is the answer to the elastic and dynamic network slicing questions, currently unsolved. Moreover, if an efficient solution to this problem can be found, then network slices can and, for efficiency reasons, should be implemented as dynamic scheduling.
Challenges in this area can be summarised in the following:
· The question of dynamic job scheduling in network slicing is paramount, as it permits both to provide superior extra functional properties of the supported slices and to lower the Total Cost of Ownership. Indeed, the TCO of a slicing implementation using only fixed-quota assignments (meaning that the sum of the resources consumed by all slice instances will define the necessary infrastructure resource footprint) would be horrible, comparable to hardware slicing. The resource assignment problem is a quest for a more efficient infrastructure sharing, including computing, networking and energy resources.
· The answer to the job scheduling in large networked systems requires a lot of fundamental research, to leverage the existing solutions from data centre research and to make them scalable and network-efficient. Because of the fundamental locks known from distributed systems research, the major goal should not be full optimality, but rather efficiency increase: given the size of the infrastructure, 1 % efficiency increase might translate in hundreds of millions of Euros/Watts/additional users/etc.
· The elasticity of slicing has to increase towards subscriber level and even application level. For instance, an application could use different slices with inter-slice handover during its session in order to best utilise the network as well as provide superior quality of service with respect to slice offerings. In the view similar to application-driven networking, an application could also explicitly ask for a “slice” suitable to its needs. This can only be reasonably implemented in public infrastructures like the telecoms, if the provision of the slices is resilient, i.e. secure and dependable.

4.6 [bookmark: _Toc509511050][bookmark: _Toc37175245][bookmark: _Toc39842831]AI/ML-based System Evolution (Was: Evolution of NFV/SDN and AI/ML-based Network Control)	Comment by Artur Hecker: Elisa, Franco, Martina, Carlos, Dirk

This section should shed some light on:
Which role do we foresee for particular “micro-programmability” solutions like P4 or microservices? What about composition of services? Who is handling that?
Different types of resources to be considered, e.g. what about IoT resources? Are they to be considered here or not?
Also unstable resource pools and not fully known environments are to be considered here
What about self-inflicted errors? (How do you protect the NFV/SDN control from the decisions that this controller is taking without limiting programmability)
Merge of the semantics: why do NFV and SDN have to be profoundly different? In an integrated compute/networking environment, shouldn’t we have a more integrated view?
What about AI evolution and AI mutualisation? Does every application have its own AI instrumentation? Which kind of insights will we get this way? How to get more insights (=correlations) by mixing models? How to establish common instrumentation for different models? Are the current AI implementations network-suitable?
AI should not be limited to control or optimization/operations only. With AI, (novel?) system functions can be conceived as well, existing functions/modules could be redesigned. This part is not taken into account yet.
Do we need a separate AI section?

Besides, I fear an overlap with Slicing and Orchestrators, once that section is rewritten in the sense of Resource Management. For now, ignore.
Within the long-term target-picture, there are no network ‘elements’ anymore, but rather virtualised functions, realised by pure software, for which the reliable controllability is key.
Network operators will aim to perform in fully automated manner:
· Instantiation of a complete end-to-end network that includes the RAN, mobile core, transport network, as well as the Data Network. This network may be logically separate and/or isolated for certain aspects like services, users, etc.
· Network services may be incrementally deployed in the operator's network in logically separated and/or isolated manner from the other already deployed services.
· Network services may be deployed and provided to other operators and/or service providers when requested, via open interfaces. This way, other operators and/or service providers can re-sell/extend the provided 5G network services.
· Fast lifecycle management (LCM) of the network automatically triggered based on vendor-independent FCAPS management.
· Plug & Play of new components into a live production network.
· Termination of one or more network service(s), or 5G networks as a whole.
The research challenge in this area is to develop a future network with Full Automation, which reduces and tries to eliminate any human intervention, by leveraging on powerful AI/ML systems to realise a cognitive network.
There is a challenge that AI/ML is seamlessly applied to the network control, to run automated operations of network functions, network slices, transport networks, in an end-to-end scope.
Also, a particularly critical challenge is the possibility to implement predictive behaviours on the network, to make available a network control intelligence capable to prevent the impact of failures, the usage load, etc. and fast adapt network configuration to be always available at the target performance levels requested by the applications.
While such AI/ML-driven or self-driving networking can start using existing AI and ML protocols, algorithms and approaches, it will gradually require network-specific adaptations in two regards. One aspect is the availability of network-typical and network-characteristic datasets for training and validation of any such proposals. Current experience shows that, not only the deployment approaches, but the procedures to train and validate the algorithms, and the architectures they use, are mostly focused on static pattern recognition (e.g. images, sounds, diagnostics of fixed analysis data…) not well adapted to the nature of networks. Another aspect is the extension of the currently mostly centralized AI/ML algorithms to distributed, more network-realistic or network-usable versions. This includes scalability, consistency, consensus and convergence of views in a distributed environment and should address auditability and intelligibility as well. Furthermore, aspects related to security beyond the traditional application of AI as a tool, such as ensuring data flow provenance and distribution within the networked infrastructure, and dealing with AI-enhanced (or amplified or even rooted) attacks are also essential.The call for AI/ML-based network control as a way to implement the concept of fully automated Smart Networks is a must of future communication networks more than a nice-to-have: in fact, the scale of deployments made possible by the function virtualisation, the extreme split in micro-/atomic-functions and the proliferation of more and more functions at the edge are creating network deployments of unprecedented complexity, impossible to manage and control with the actual human-driven decision support tools.

4.7 [bookmark: _Toc37175246][bookmark: _Toc39842832]Deep Edge, Terminal and IoT Device Integration (Was: Terminal Aspects)	Comment by Artur Hecker: Elisa, Artur, Dirk

To be rewritten:
Need a better integration as an architecture part.
Should mention different types of resources, e.g. IoT devices, different terminals like cars, factories?, possibly other things.
[bookmark: m_-8012333699413155695__Toc8289576][bookmark: _Toc9457114]Impact of IoT on Network and Services: a huge amount of effort in the next decade will be directed at the seamless integration of earlier generations of network and communication architectures. This will require applications to access IoT resources through some kind of identifier, independently of their native platform, their hardware characteristics and protocols. The required services will become major components of the network itself and solutions will be designed so they can support the next leap forward in IoT evolution, in which individual IoT resources are not bounded to a specific isolated platform. Users will become prosumers of IoT services, requiring new authentication and accounting solutions. 	Comment by Georgios Karagiannis: Input written by Georgios Karagiannis, Ovidiu Vermesan and Luis PEREZ-FREIRE, with contributions coming from other AIOTI members	Comment by Artur Hecker: 
The major feature will be wide diversity (dissimilar elements) across access technology, identification, naming and addressing schemes, traffic patterns, deployment extensions, device capabilities, and so on - with a flexibility well beyond what is possible to achieve with current software defined networking and network function virtualization. Slicing, one of the major concepts exploited to support several logical networks with heterogeneous behaviours on top of the same physical infrastructure, has to be profoundly evolved in the IoT context. Moreover, the volume of data generated by the IoT is expected to increase at a magnitude higher than available data rates. This trend is not sustainable unless radical changes in the Internet infrastructure are introduced. Largely a communications infrastructure today, the Internet must transform into a computing and communication infrastructure capable of executing data processing and fusion in any of its components. Increased interest in edge cloud and edge computing moves in this direction but more is required. By turning all network switches/routers into computing nodes, the Internet will become a huge and pervasive network of middleboxes, at the same time invalidating current assumptions. It is clear the true IoT revolution will only happen if reasonable levels of security can be guaranteed, for which substantial efforts are required.
[bookmark: _Toc12788306]Application Level Networking: The continued growth in video applications including augmented reality (AR) and virtual reality (VR) requires new approaches and solutions. Surveillance and monitoring further complicate the space, as will the growth in real-time sensor data e.g. for industry and smart cities. The ongoing shift of TV distribution from broadcast to the Internet will accelerate, requiring at least a 10x increase in video traffic volume with increased performance and resolution. The implications on application level networking are tremendous: we will need to integrate video services with the web content framework, delivery model and APIs, with effective use of ultra-dense and diverse wireless networks. Video provenance will become a key issue to combat ”fake news” and the effects of AI/ML-generated video that can subvert legitimate content. Strong security and integrity of applications, network transport and in-network processing will be required. The security challenges are immense.	Comment by Georgios Karagiannis: Input written by Georgios Karagiannis, Ovidiu Vermesan and Luis PEREZ-FREIRE, with contributions coming from other AIOTI members

[bookmark: _Toc12788307]Applications (Components) in the Network: A key development in the network architecture is the deep integration of application and service functionality pervasively within the network. The concepts of fog computing apply, but also software-defined networks, network function chaining, virtualization and container provision. There are numerous challenges in developing this vision:	Comment by Georgios Karagiannis: Input written by Georgios Karagiannis, Ovidiu Vermesan and Luis PEREZ-FREIRE, with contributions coming from other AIOTI members

Service discovery is essential. Existing mechanisms are not sustainable and alternative routing algorithms may help scale the routing infrastructure, but there are many open questions on how these will work. For example, the architecture will have to become far more dynamic, since the network of the future will be addressing billions of sophisticated data management and processing services. Service provisioning, management and security are critical. We must learn how to effectively manage billions of devices, ensuring they are suitably configured, running appropriate software, kept up-to-date with security updates and patches, and run only properly authenticated and authorized applications. Security models must evolve. Secure boot, code signing and cryptographic verification of the execution environment will become critical, alongside tools to manage and control data access, management and provenance. 
Authentication of services and service providers, while accounting for resource usage, is an essential part of the economics of the network of the future. Micropayments will become a key part of the system as the infrastructure to support in-network services and applications is not free. 
Privacy and data management, and the location of processing and data to match legal and moral restrictions on data distribution, access and processing, will be increasingly important. Many of the services and applications will operate on, process and deal with personal data that is increasingly (and rightly) subject to strict regulation, control and limitation. Strong tools do not exist to describe in human language, legal language or code how data can be processed, located and distributed. Policy descriptions, rules and constraints will need to be specified in a form that can be enforced by the infrastructure on the services, since direct human oversight is not feasible at this scale. In addition, novel programming models and languages are required to support all of these services, applications and deployments. 
[bookmark: _Toc12788308]Devices, Dynamic Network Adapation and support of Open Device Management: Deploying and managing a large set of distributed devices with constrained capabilities is a complex task. Moreover, updating and maintaining devices deployed in the field is critical to keep the functionality and the security of the IoT systems. To achieve the full functionality expected of an IoT system, research should be done in advanced network reorganization and dynamic function reassignment. Research is also needed for providing new IoT device management techniques that are adapted to the evolving distributed architectures for IoT systems based on an open device management ecosystem.	Comment by Georgios Karagiannis: Input written by Georgios Karagiannis, Ovidiu Vermesan and Luis PEREZ-FREIRE, with contributions coming from other AIOTI members




	Comment by Artur Hecker: Input by Dirk, Eliza and Artur.
Architecturally, the ‘deep edge’ with its IoT as well as end user or vertical industry devices well integrates into our worldview by being seen as being a part of the common resource pool that Section 2.2 outlines, provided as a non-decomposable set of resources by some edge entity, such as an end user, industrial site owner, or a building owner. Following the ‘ownership through control’ mantra, described in Section 2.3.1, we envision tenant-specific resource usage to expand into the deep edge with the same control and data plane considerations, as discussed in Section 2.3 and 2.4 respectively, applying to those resources. In other words, we see aspects of controllability of those edge resources to equally apply together with the general programmability for the realization of compute tasks as well as for data and forwarding plane operations through those resources. 
A key challenge in expanding our worldview to the edge resources is that of expanding the emerging paradigm of the service-based architecture (SBA) from the 5G core over the user plane functions into the terminal and edge resource. Solving this challenge through the development of suitable protocols and service routing solutions will allow for composing any Beyond 5G service through micro-services in a true end-to-end fashion and across the constituent elements of the overall system. Future research, together with the necessary standardization efforts for exploiting and establishing SBA across all constituent system components including the edge, will be required to realize a fully micro-service based realization of Beyond 5G across all constituent parts of the overall system.	Comment by Artur Hecker: This is only for mobile networks. SRIA should not be limited to mobile networks.

Either we need to elevate this to the convergence vision (e.g. 6G includes everything), OR we need to write something similar for non-mobile networks, or, in general, on a per network basis.
So what makes the edge so special then? Clearly, edge resources often provide very human or generally task-centric input and output data capabilities, expressed in a plethora of sensory capabilities, situational awareness, quality of experience perception, which make these resources very useful for integration into the overall vertical application. This provides a richness of resources that is challenging when being integrated into a common resource worldview. Unlike the emerging COTS (customer-off-the-shelf) platform basis in other parts of the communication system, e.g., in the core, the edge provides a more diversified environment with many device platforms and their supported local connectivity technologies (e.g., WiFi, BT, LiFi, and others), all of which are provided through a plethora of programming environments. Future research will need to develop a suitable common model of system-wide representation akin to ‘device drivers’ in existing computing platforms. 
This resource richness at the edge, however, often comes with a limitation in capability, e.g., in terms of available processing cores in smartphones that can be utilized in the common resource pool. Given that devices at the edge exhibit a high heterogeneity ranging from a simplistic sensor and IoT devices to edge data centers, other typical limitations include energy/battery, form factors, human-machine interface, storage, physical security. This stands in stark contrast to the perceived limitless resource capabilities in data centres as well as core networks and, therefore, impacts the decomposition of computational tasks over a resource pool that is now geographically and physically limited. As a consequence, the aforementioned controllability will need to be ensured through the realization of a suitable control agent that integrates the (edge) resource pool into the larger system but also interfaces with the (edge) resource pool to adequately govern the resource usage in the light of the resource-specific characteristics in terms of constraints and dynamicity. Here, research into the minimal requirements in terms of processing and communication needs and the realization of those requirements as novel control agent realizations will need to ensure that integration into the overall control fabric of the larger system to align with our vision of a smart network as laid out in Section 2.2. Furthermore, resource scheduling requires extra consideration in the presence of potential resource scarcity, particularly when combining specific input/output capabilities into the scheduling decision. Scarcity may be increased when utilizing specialized resources, such as GPUs or NPUs, rather than general purposes ones. We may also find that locality of the resources becomes crucial when applying policies for, e.g., localized processing for privacy reasons. Scheduling solutions are required that provide suitable tradeoffs between moving data to functions or vice versa, possibly under locality constraints. Ultimately, the scheduling decision here in favour of one tenant may result in detrimental performance of another, calling for solutions to resource scheduling that likely extend beyond those operating on a large pool of resources with uniform capabilities. Future research will need to address these edge-specific constraints through suitable scheduling mechanisms that take those constraints into account, while relying on edge-specific control agents enabling the enforcement of the policies underlying the scheduling solutions. 	Comment by Artur Hecker: “now” not clear in the context. It can’t be “now that we added edge devices, the resource pool has become more limited”
The dynamicity of (edge) resources is another aspect to deal with as an edge-specific constraint. While edge infrastructure, such as in an industrial site, can obviously be very well managed and long-lived, we also foresee edge resources of a much higher volatility, particularly when considering end-user provided resources, therefore creating a limitation in availability in contrast to, e.g., long-lived data centres. Those resources could be switched off, temporarily disconnected or simply become unavailable, when availability is strongly linked to human behaviours or policies (such as “do not make my phone available, if battery drops below 15%”). From a control perspective, maintaining the basic control fabric needs to take such dynamicity into account, while the scheduling will need to react to disappearing and newly appearing resources alike to operate at a defined optimum of resource usage. From a data plane perspective, volatile resources need consideration when routing packets but also when establishing in-network state for forwarding operations. The aforementioned expansion of the SBA paradigm into the user plane and deep into the edge and terminal will require service routing solutions that are likely different from those employed in the stable regions of the system, such as TCP/IP or centralized service meshes, possibly even realized entirely localized in terms of forwarding resources or even relying on direct device-to-device solutions. Future research will be required to devise control and data plane solutions that operate under those high dynamics caused by the volatility of resources.	Comment by Artur Hecker: Mobile networks
Furthermore, governance of edge resources (and their provisioning through entities like individual users and localized industries) differs vastly from the often long-lived contractual relationships we can identify in the core network business. Instead, the addition and usage of resources with such volatile and temporary nature requires means for contractual management, including methods for billing, accounting as well as authorization of use that align with the dynamicity of the envisioned relationship. Distributed ledger technologies and eContracts will likely lend itself to being applied in this world of (possibly highly) ephemeral resource utilization with the appropriate means to keep the resource owner (e.g., the end user) in the loop in order to preserve digital sovereignty but also enable participation in the digital market, akin to the changes in the energy market but likely much more dynamic. An important challenge for entering contractual relations is the advertisement of resource capabilities. While today’s solutions are mainly focussed on the pure ability to communicate (e.g., through advertising a radio bearer), solutions are required that expand the negotiation towards clearly articulated demands beyond ‘just communication’ that can be dynamically matched against the supply. For instance, attaching to a WiFi access point is futile, if connectivity to particular backend services is not enabled at this edge resource. Efficiency is key here, avoiding unnecessary signalling between components. Particular consideration must also be given to security, both towards the tenant utilizing the resources and those providing them. With tenant-specific instructions eventually being executed on what are possibly end-user provided devices, accountability for this usage is key for accepting such usage in the first place, complementing (edge) platform capabilities such as secure enclaves to ensure trustworthy execution at the level of the computational instructions themselves. Through research in this space, we foresee future solutions to enable an edge resource market that would allow for auctioning the availability of resources to tenants very much like the bidding for white space on a webpage as we know today, basing all interactions on a trusted, auditable, and accountable basis that caters to the dynamics experienced at the edge.

4.8 [bookmark: _Toc509511048][bookmark: _Toc37175247][bookmark: _Toc39842833]Integrated Fixed-Mobile Architecture	Comment by Artur Hecker: Probable remove OR
Need to rewrite to not be TISPAN-like. We need integration going beyond link-layer technology integration. However, this text can then be moved to another section.
In the mobile and wireless networks, the demand for higher capacity can be achieved by new radio access technologies, diversification of the latter and by spatial multiplex, i.e. by reducing the cell radius and allowing frequency reuse. The latter leads to the well-known micro, pico and femto cell designs. The cell densification has been the main contributor to the tremendous increase of the wireless system capacity over the last generations. However, it also leads to the problem of backhauling, i.e. to the question of connectivity of femto/pico cell base stations to e.g. the mobile core network, the Internet or to other backend services. In principle, the backhaul provisioning has three alternatives, and in practice we expect all of them to be employed:
1. Major case: use optical and copper connectivity, if and as available (e.g. FTTH, xDSL). This is by far the major case for small cell connectivity, as it supports the full frequency reuse in the wireless cells.
2. Typical case for macro cells in rural areas: use dedicated directed microwave links from tower to tower, until some dispatch centre to a fixed network is reached.
3. Specifically, at the edge: use macro-cell’s fronthaul, i.e. another cell’s mobile service, for backhauling. Alas, this approach strongly limits frequency reuse, as many small cells have to share the available bandwidth of the macro-cell, which also cannot be used within the small cells.
4. Rural areas and on open waters: use other possibilities, such as satellite connectivity or HAPS (high altitude pseudo satellites or high-altitude platform stations). Satellites are currently used for backhauling, and the future very high throughput ones will be too, but HAPS have not so far been deployed. In the near future, large constellations of small LEO satellites will be launched and could become a viable backhauling prospect. Major HAPS developments are foreseen. These systems can easier provide coverage in these scenarios, where not very high capacity requirements need to be supported compared to densely populated areas. Note that the data from the satellite is typically sent back to a ground dispatch station, from where on fixed networking is used.
Since the technologies used for backhauling majorly are fixed network technologies, the backhaul problem solution requires a common management and control of both fixed and mobile networks.
Seen from the other direction, as was initiated by e.g. ETSI TISPAN, one could also consider opening the subscriber management and subscriber service systems, which usually exist as parts of mobile systems (e.g. EPC + IMS) and of network access control systems (e.g. NAS/DIAMETER), for any access network technology. In this view, the services made available by the operator over his Core network, should be transparently, i.e. with adequate or equivalent service quality guarantees, made available to the subscribers regardless of the access technology that the subscriber currently uses. This is usually referred to as user-centric networking, as the focus of service provisioning here always lies on the user profile, and never on any specific technology. Instead, any employed technology, be it in the access, the core or the service realisation, must be adjusted and operationally parameterised in a way to provide the same service with equivalent functional and extra-functional properties, as long as possible.
Trying to achieve either of both points above defines the question of fixed-mobile convergence, a slow yet unstoppable trend to fuse previously radically different fixed and wireless networking. Indeed, while the 2nd Generation mobile systems (e.g. GSM) mostly employed typical telecom technologies, and fixed networks were mostly used for data access using TCP/IP networking, this gradually changed with 3rd Generation capable (UMTS) of providing TCP/IP services to the subscribers and the 4th Generation (LTE/SAE) employing the All-IP approach in its own realisation, where the TCP/IP networking represents the common technological base for system realisation and service provision. Besides the All-IP approach, mobile systems have also integrated other, previously fixed network technologies such as network security protocols and methods (e.g. TLS, IPSec, EAP, specifically 802.1X/EAP model, DIAMETER). Nevertheless, even 4G did not follow the early proposals for a user-centric network and remained an operator-centric technology. While it is therefore in principle possible to provide similar services e.g. over xDSL, WiFi and 4G (e.g. Internet access or voice call services) including using the same user identity and credentials, today, the service quality, attributes and features are still rather different. Mobile access, security guarantees, quality of service attributes e.g. are not homogeneously available and sometimes de facto restricted to the tightly integrated, native 3GPP RAN (LTE).
While the technological base therefore is already mostly shared, further convergence of mobile and fixed access would require common operational control of these heterogeneous infrastructures. Indeed, a dynamic and flexible provision of the service to the user according to the user profile would require capability to control the heterogeneous infrastructure elements and systems, so as to operationally change their runtime attributes.	Comment by Artur Hecker: A possible angle to be developed: a common control of a heterogeneous, changing resource pool.

4.9 [bookmark: _Toc509511052][bookmark: _Toc37175248][bookmark: _Toc39842834]Network-Based Localisation	Comment by Artur Hecker: Probable REMOVE? Any volunteers to extend it to be relevant for a system architecture?
Location-Based Services (LBS) and Real-Time Location Systems (RTLS) market is significantly growing, stimulated by the various networked applications offered to the users by the current networks. Nevertheless, localisation aspects (and especially the business exploitation of both localisation information and derived knowledge) have never been considered thoroughly in the network evolution, but have rather been addressed as a valuable, but still aside, add-on to the main communication services that networks are called to provide.
We call for the ambitious challenge of realising Smart Networks to incorporate by design technologies and APIs to enable location/context-based services and powerful business analytics on top of them as a way to fully respond to the needs of the vertical applications implementing new personalised services for the end-users.
Key challenges in the area of network based localisation include:
· Terminal localisation with sub-meter accuracy. This precision could be required by applications like personal security, infrastructural monitoring (e.g. structural monitoring of buildings, roads, bridges, etc.), etc. it is critical to consolidate the integration of localisation technologies designed into specific subsystems (Wi-Fi, GNSS, Bluetooth, visible light, inertial, etc.) and to enable the collection, interfacing, and fusion of location-based information coming from heterogeneous technologies and subsystems.
· Device-free localisation. The challenge here is to properly design and use a network of sensor radars which are coupled with functions of spatiotemporal analysis of signals backscattered by single and multiple device-free targets (persons, things, and vehicles) and can allow to derive the position information (localisation and tracking) of the target. The work to be done is not only in the integration and processing of the various signals, but also in waveform design to properly obtain localisation accuracy in a given context of propagation, bandwidth, and application. It would be useful to consider mmWave technology to assess the achievable gain in tracking accuracy, as well as to develop innovative algorithms for single and multiple target tracking which make use of signals of opportunity, both radio (such as LTE, DVB, and DAB) and non-radio (i.e. acoustic and visible lights), massive MIMO, etc.
· Spatiotemporal analytics. Analytics are key to provide verticals with elaborate knowledge learned from localisation data. Such analytics will primarily leverage basic spatiotemporal features of individuals or crowds such as presence, position, heading, velocity or trajectory. It is needed to develop analytics that take full advantage of the localisation accuracy and precision to derive useful information on the physical behaviour of individuals and connected objects to support business intelligence, smart intuitive buildings, intelligent transportation, smart management of the parking spaces, or network demand prediction.
· Multi-modal Analytics. In many domains where localisation is a driving technology, the individuals to be localised are associated with a multitude of data (e.g., accelerometer data, mobile application usage, imaging information activity patterns from the network such as HTTP(S) request sequences, etc.). The availability of additional data sources is an important opportunity to complement and enrich analytics, developing more comprehensive AI/ML models. There is the need to develop novel AI/ML models to combine the various data sources, build efficient representation models, and thus discover/detect collective anomalies. Hierarchical architectures for these analytics efficiently splitting the data engines between the core and edge of the network are key to guarantee low-latency, computationally efficient and scalable analytics processes.




5. [bookmark: _Toc37227240][bookmark: _Toc39842835][bookmark: _Toc511140296]Radio Technology and Signal Processing

Whereas the current 5th generation wireless system provides basic support for a multitude of services, incl. enhanced mobile broadband (eMBB), massive machine type communications (mMTC), ultra-reliable low-latency communication (URLLC), V2X, etc, the beyond 5G/6G system is expected to meet significantly higher and more stringent requirements, such as Tbps data throughput, sub-ms latency, extremely high reliability, everywhere mMTC, extreme energy efficiency, very high security, cm-level accuracy localization, etc [1]. 
A straightforward way forward to deal with these challenges is to consider more and higher electromagnetic spectrum such as the sub-THz or THz spectrum, infrared and visible light spectrum, and the relevant/specific transmit and receive technologies. Besides, the centimetre and millimetre spectrum currently utilised for 5G and other legacy wireless systems need to be re-farmed and more efficiently reused, and co-existence issues to be carefully addressed. In addition to further enhancing the widely used technologies (such as waveform, modulation and coding, non-orthogonal multiple access, full-duplex, massive MIMO, etc) to approach the theoretic limits, e.g. in terms of spectral and energy efficiency, investigations are needed, e.g. for intelligent reflecting surfaces, integrated positioning, sensing and communications, random access for massive connections, wireless edge caching. Moreover, machine learning (ML) and artificial intelligence (AI) as a tool has been successfully applied in many applications. For the application in communication technologies and radio interface design, careful study is required.  
This chapter aims to address the enabling technologies for the next generation radio interface, including
1. Spectrum re-farming and reutilisation, as well as co-existence; 
1. Millimetre wave systems; 
1. Optical wireless communications (OWC), especially VLC; 
1. Terahertz communications including new materials (graphene); 
1. Massive and ultra-massive MIMO including intelligent reflecting surface; 
1. Waveform, non-orthogonal multiple access and full-duplex; 
1. Enhanced modulation and coding; 
1. Integrated positioning and sensing including radar; 
1. Random access for massive connections; 
1. Wireless edge caching for further increased spectrum and energy efficiency.

5. [bookmark: _Toc39471426][bookmark: _Toc39475612][bookmark: _Toc39475800][bookmark: _Toc32413490][bookmark: _Toc32438288][bookmark: _Toc39430742][bookmark: _Toc39842836]
5.1 [bookmark: _Toc39842837]Spectrum Re-farming and Reutilisation 
Allocated frequency spectrum is one of the main factors that determines the system capacity. However, radio spectrum is a very scarce resource. Especially the lower frequency bands are precious and tightly regulated. In order to satisfy the high bandwidth demands of upcoming generations of mobile systems, it is crucial to reutilise the existing spectrum resources. While the traditional approach allocates a dedicated spectrum to each radio access technology (RAT), spectrum reutilisation between RATs offers a more efficient and flexible utilisation of resources, e.g., for load-balancing. Spectrum reutilisation, also known as spectrum sharing, can be applied to both licensed and unlicensed bands.
A straightforward approach to inter-RAT spectrum reutilisation is spectrum re-farming. Re-farming performs static allocation of spectrum resources to different RATs. This method was already used to clear GSM spectrum to make it available for 3G. Because of its static nature, it has a poor spectrum utilisation.
A more efficient utilisation is achieved by dynamic inter-RAT resource scheduling with optimised multi-RAT handover and interference coordination. Preferably, this is based on a centralised multi-RAT radio resource management. The signalling overhead can be reduced by decentralised strategies.
For the joint utilisation of licensed and unlicensed spectrum, adaptive strategies are required such as cognitive radio concepts, in which spectrum awareness, e.g. based on a combination of advanced SIGINT (signal intelligence) techniques and AI (artificial intelligence) mechanisms, can be employed and co-existence with existing (e.g. analogue) services should be ensured. Such considerations and new concepts for spectrum licensing and reutilisation are particularly important in the context of new radio technologies such as the millimetre wave, optical wireless, and terahertz communications discussed below, which have a radically different interference footprint compared to theconventional sub-6GHz communications. Their highly directional links and susceptibility to blockage reduce interference, which significantly increases the potential gains of spectrum sharing and simplifies its use [2].
Spectrum reutilisation is supported by multi-RAT connectivity, which allows the UE (user equipment) to choose the best RAT depending on the link qualities. This added diversity not only increases the performance due to better spectrum utilisation, it also makes the network more robust and resilient towards shadowing effects, hence improving the reliability and availability. On the other hand, spectrum awareness and reutilisation can help to increase security at radio level, e.g. through detection and countermeasure of threats such as RF jamming or spoofing.
Future networks will support different services, enabled by network slicing based on a multi-RAT radio access. Multi-RAT connectivity can also make flexible use of licensed and unlicensed bands. E.g., data and voice traffic can be offloaded to WiFi or LTE small cells operating in unlicensed bands as an enhanced mobility concept. Hence, utilising unlicensed bands is important and technologies to bring the quality to the licensed spectrum level are open to study. This not only increases the overall throughput but also enables low latency.
Network slicing and edge network function virtualization (NFV) also contemplate multi-RAT operating scenarios, based on highly reconfigurable software defined radio (SDR) hardware featuring heterogeneous processing resources (i.e., general purpose processing elements tightly coupled with hardware accelerators). The functionality of such agile SDR units could be updated at run-time according to traffic context, signal propagation conditions and required performance (e.g., in terms of throughput, latency, and resiliency). An efficient way to achieve field updates of this type is by jointly optimizing the multi-RAT radio and processing resources through suitably selected machine learning (ML) techniques.
To evaluate these complex multi-RAT scenarios, open source simulation models for 4G and 5G technologies from 3GPP releases and different IEEE standard amendments in multiple bands, are needed for an end-to-end and high-fidelity evaluation of smart solutions. The simulation models need to capture the wide range of spectrum considered for communication services, e.g., from 0.4 up to 71 GHz for 5G NR Rel-17, and consider the multiple heterogeneous spectrum paradigms like licensed, unlicensed, dedicated and shared, which are to be harmoniously used through intelligent frameworks in order to take the best advantage of spectrum resources. 
Existing short-range wireless communication technologies, including WiFi, Bluetooth and Zigbee, share the same spectrum, e.g. in 2.4GHz. Co-existence of diﬀerent wireless network technologies in/near such a carrier frequency may cause radio interference, which can lead to relatively high error rate in data transmission. This problem happens especially in unlicensed bands. How to efficiently share the spectrum and improve the co-existence needs careful considerations. Scalability and power efficiency are critical for success of a macro, micro, or pico network. Current short-range communication technology provides either high throughput with high power, or low throughput and low power consumption. Whereas IoT devices operate in a very low power mode in most of the time, they need to support a short-time high bandwidth transmission. Scalability is needed to support both short-time high throughput transmission and low power transmission. A unified and scalable architecture will be beneficial to support both low data rate (e.g. with Bluetooth, ZigBee, RFID, NFC, etc) and ultrahigh data rate (e.g. up to 100Gbps within 10m coverage). Further requirements to be considered include, e.g. scalable network topology supporting P2P (point-to-point), MP2MP (multipoint-to-multipoint), as well as the smart home and smart building coverage; more power/cost efficient designs, e.g. for zero-power consumption in some dedicated scenarios; and the capability of information and energy simultaneously transporting (IEST).
The wide mmWave spectrum region accounts for different access paradigms, including licensed (e.g., 28 GHz bands), unlicensed (e.g., 60 GHz bands) and shared (e.g., 37 GHz bands) for various applications such as vehicular and cellular. Co-existence of multiple technologies and standards like 5G NR-U (NR in unlicensed), NR V2X (vehicle-to-everything communications) and 802.11ad, 802.11ay, 802.11bd in different spectrum bands should be properly addressed considering various regulatory requirements and access mechanisms. Innovative solutions that increase spectral and energy efficiency need to be considered [3].

5.2 [bookmark: _Ref510625864][bookmark: _Toc32413491][bookmark: _Toc32438289][bookmark: _Toc39430743][bookmark: _Toc39842838]Millimetre Wave System
Millimetre wave (mmWave) systems have attracted large research interest in recent years due to the huge available bandwidth required to fulfil the today’s traffic demand. This is reflected in WLAN and WPAN standards: in the license free 60 GHz band, the IEEE802.11ad WLAN standard provides rates up to 8 Gbps and the upcoming IEEE802.11ay WLAN standard will provide rates up to 30 Gbps. The fifth generation (5G) wireless networks aim to use mmWave in mobile networks, where the transmitter/receiver nodes may be moving, channels may have a complicated structure, and the coordination among multiple nodes is difficult [4]. The 2018 Winter Olympics in Korea already provided first glimpse at the 5G services powered by Korea Telecom with support from global equipment makers. This show case included a 28 GHz mmWave backhaul network for moving hotspots, such as buses. Additionally, the mmWave band in combination with mobile edge computing (MEC) is highly suitable for on-demand content (multi-media) delivery services, hence enabling the enhanced mobile broadband (eMBB). This combination of mmWave and MEC is the only way to satisfy both extreme communications requirements of ultra-high speed and low latency at the same time. Beyond 2020, MEC is expected to enable automated driving using mmWave based V2X/V2V links. This requires, however, cooperative perception and the exchange of HD dynamic map information between vehicles and radio units, to enhance the visibility area. The automated driving use case can be considered as the most important application of mmWave and MEC, which requires both ultra-high speed and low latency [4]. The high channel resolution due to the large bandwidth also makes mmWave technology a prime candidate for joint communication and radar, which can complement or replace conventional radar and lidar systems in autonomous vehicles [5]. Mobile virtual and augmented reality application represent a further future use case with similarly high requirements that may only be met by mmWave technology [6].
Beyond 5G, it is expected that the data traffic due to mobile nodes (smart phone and tablets) will be more than 100 petabytes per month by 2023 [7], which is 10 times of the traffic in 2017. In Western Europe alone, the data traffic is expected to be as high as 12 petabytes per month, which amounts to 56 terabytes per person per month [8], hence, offering a huge potential to exploit mmWave bands and even the Terahertz frequency range (not considered so far by 5G). It is projected in [9] that the volume of traffic generated from smart phones will be 86% of the global data traffic by 2021 and among this more than 50% data will be offloaded to the fixed networks by means of Wi-Fi devices and small cells each month, while the remaining traffic will be covered by the cellular networks. In order to achieve high data rates, one would require a large amount of contiguous bandwidth suitable for communications over short ranges, that is to be found beyond 100 GHz, for example around 140 GHz. The use of these frequency bands provides an excellent opportunity, since many antennas can be packed in a small area to direct a beam to the intended user.
An important business case for mmWave is in so-called ‘smart factories – Industry 4.0’. Due to its ability for spectrum re-use that enables multi-connectivity for high reliability, mmWave provides a complementary solution to low frequencies. Additionally, due to the high penetration losses, mmWave is inherently more secure against eaves-dropper and is a suitable candidate for industry environments. An additional feature of mmWave is sensing/positioning with high accuracy. This allows detection with higher spatial and velocity resolution that is suitable for both V2X and industry automation scenarios. 
Small cells are to play a key role to cope with the increasing traffic demands in mobile network. These small cells connect to the core network via wired or wireless backhaul links. The dense deployment of small cells and a variety of services offered by the RAN having diverse requirements on throughput, latency and reliability, poses new challenges on backhaul links. One way to address these challenges is self-backhauling using mmWave, i.e., the access and backhaul share the same wireless channel. 3GPP stage 1 in its Release 15 [10] outlines the requirements for the self-backhauling in 5G networks. Among these requirements are the flexible partitioning of resources, autonomous configuration, multi-hop wireless connectivity, topology adaptation, and redundant connectivity. 
One of the main challenges will be to manage the different network features introduced in 5G and developed beyond the first release and optimise them collectively. Diverse network components need to be integrated, such as D2D, self-backhauling, and multi-casting/broadcasting. While these technologies will be already available in 5G, the new challenge consists of extending them by advanced mmWave massive MIMO techniques, which are dynamically coordinated, considering interference and mobility. As mmWave network device density as well as the number of antenna elements and RF chains of devices increase, channel estimation overhead becomes a major challenge and intelligent solutions for initial access and beam training based on context information will be needed [11].
Due to high propagation loss and severe atmospheric effects, mmWave communication are more suitable for short range communication and small cells. However, the increase in the system capacity through densification is not linear and therefore potential benefits of using high frequency bands for longer ranges and macro cells need to be considered. Designing macro cells without appropriate planning and optimization may limit the potential gains of mmWave communication [12].

5.3 [bookmark: _Toc32413492][bookmark: _Toc32438290][bookmark: _Toc39430744][bookmark: _Toc39842839]Optical Wireless Communication 
Despite the tremendous improvements due to the small cell concept and the allocation of new radio frequency (RF) spectrum, the continued exponential growth in mobile traffic [13] means that inevitably the RF part of the electromagnetic spectrum will not be sufficient to be able to drive the 4th industry revolution which is centred around data-driven economies and data-driven societies [14].
It is, therefore, natural to consider the infrared and visible light spectrum, both of which are part of the electromagnetic spectrum for future terrestrial wireless systems. In fact, wireless systems using these parts of the electromagnetic spectrum could be classified as nmWave wireless communications systems in relation to Section 3.2. Light based wireless communication systems will not be in competition with RF communications, but instead these systems follow a trend that has been witnessed in cellular communications by inspecting all the generations developed during the last 30 years. Light based wireless communications simply adds new capacity – the available spectrum is 2600 times larger than the entire RF spectrum.
An important advantage is that off-the-shelf optical devices can be used to harness these unregulated and free transmission resources. By using advanced devices, lab demonstrations showed 8 Gbps from single light emitting diodes (LEDs) and 17.6 Gbps using laser diodes (LEDs) [15]. Recently, a record of received data rates of 500 Mbps by using a single solar cell has been demonstrated. The use of these types of ‘data’ detectors has the appealing advantage of achieving simultaneous energy harvesting and high-speed data communication – a feature that will become ever more important in mobile machine-type communication (MTC) [16]. By 2026, it is expected that micro-LED technologies and spatial multiplexing techniques will be mature and cost effective such that white light based on different wavelengths will unlock throughput, leading to potentially 100 Gb/s plus for ultrahigh-data-rate VLC access points [17].
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Figure 4 [bookmark: _Ref510626356]A taxonomy of emerging light communication technologies

Figure 1 shows a taxonomy of different light communication approaches. Free-space optical (FSO) is point-to-point long range optical wireless communications with target data rates of tens of Gbps primarily using laser diodes and coherent transmission. Visible light communication (VLC) has been used in the context of line-of-sight high-speed point-to-point communication, primarily using LEDs in conjunction with IM/DD. VLC systems are usually designed for ranges less than 100 m, as well as for bi-directional communication. Optical camera communication (OCC) in contrast is simplex communication using embedded CMOS camera sensors as data detectors. Due to the use of CMOS sensors, the achievable data rates are well below 1 Mbps. OCC is primarily used for indoor navigation, asset tracking and positioning. These applications assume some user mobility.
Cellular wireless networks which are based on VLC are referred to as LiFi (light fidelity) [18]. LiFi enables bi-directional networked communication including multiuser access and handover. The blue arrow in Figure 1 indicates that the major research efforts in the last 15 years have been focused on enhancing link data rates of intensity modulated (IM) / direction detection (DD) optical wireless communication systems. With the advent of LiFi the research focus has begun to shift to challenges related to networking issues using light.
As in RF networks, there are issues surrounding interference management and interference mitigation in LiFi networks. However, since, for example, there is no multipath fading because the detector sizes are much larger than the wavelength, techniques developed for RF systems may only be sub-optimum. There are also fundamental differences as a result of IM/DD, in that signals can only be positive and real-valued. Consequently, new LiFi-bespoke wireless networking methods must be developed. Moreover, because light can be confined spatially by using very simple and inexpensive optical components, interference can be controlled much easier. This feature also allows step-change improvements of the small cell concept as single cells might cover sub-m2 areas.
Furthermore, due to the extremely small wavelength, the active detector sizes are very small, and massive MIMO structures can be implemented at chip-level. This property can be used to develop unique and LiFi-bespoke MIMO systems, networked MIMO approaches, and new angular diversity techniques in conjunction with low computational complexity cooperative multipoint systems. Diversity techniques in LiFi systems are especially powerful to combat random blockages that naturally occur in a mobile scenario. Moreover, the spatial confinement of signals in LiFi enables the development of radically new physical layer security concepts.
LiFi is currently being standardised in a Task Group within IEEE 802.11. The new LiFi standard has received the following reference: IEEE 802.11bb. Similarly, VLC is being standardised in IEEE 802.15.13, while OCC has been standardised in IEEE 802.15.7r1. 
Convergence with 3GPP access: LiFi communication is bi-directional. Due to the abundance of optical spectrum, typically the visible spectrum is used for the downlink by piggy-backing on lighting systems, while the infrared spectrum is used for uplink transmission. The simplicity of IM/DD in conjunction with advanced modulation techniques [19] enable highly energy- and spectrum-efficient transmission systems suitable for the uplink. These modulation techniques are based on multicarrier approaches. Therefore, it could be argued that a tight interaction between radio and optical components should be considered at the level of baseband processing. Since OFDM transmission (e.g. 5G waveforms) is feasible on a free-space IM/DD optical link, it is definitely worth investigating the use of the same basic waveform and protocol stack for radio and LiFi systems. This would allow for a common baseband processing platform in both the small-cell transmitters and terminal receivers. Moreover, the 3GPP access-layer protocols are perfectly adapted to the use of downlink-only component carriers. 

5.4 [bookmark: _Ref510686357][bookmark: _Toc32413493][bookmark: _Toc32438291][bookmark: _Toc39430745][bookmark: _Toc39842840]Terahertz Communication
Wireless data rates have doubled every eighteen months for the last three decades. Following this trend, Terabit-per-second (Tbps) links are expected to become a reality within the next five years. While mmWave communications are a step in the right direction, the total consecutive available bandwidth in such systems is less than 10 GHz. Consequently, supporting Tbps would require a physical layer efficiency of 100 bit/s/Hz, which is several times higher than the state of the art.
In this context, Terahertz-band (0.1–10 THz) communication is envisioned as a key technology to satisfy the need for much higher wireless data rates [20]. This frequency band, which lies in between mmWave and the far infrared, supports huge transmission bandwidths: from almost 10 THz for distances below one meter, to multiple transmission windows, each tens to hundreds of GHz wide [21], for distances beyond several tens of meters. However, this very large bandwidth comes at the cost of a very high propagation loss. Moreover, for many years, the lack of efficient ways to generate and detect THz signals has hampered the use of the THz-band in practical communication systems.
To date, different technologies are being considered to close the so-called THz gap. In an electronic approach, the limits of silicon CMOS technology [29], silicon-germanium BiCMOS technology [23], and III-V semiconductor HEMT, mHEMT, HBT and Schottky diode technologies [24] are being pushed to reach the 1 THz mark. In a photonics approach, uni-travelling carrier photodiodes [25], photoconductive antennas [26], optical down conversion systems [27] or, more recently, quantum cascade lasers [28] are being investigated for high-power THz systems. In both approaches, fundamental device limits are being reached, as the frequency is ”too high” for electronic devices and the photon energy is ”too low” for photonic devices to efficiently operate at true THz frequencies.
More recently, the use of graphene to develop novel plasmonic devices for THz communications has been proposed. Graphene is a two-dimensional (2D) carbon-based material that has excellent electrical conductivity, which makes it very well suited for propagating extremely-high-frequency electrical signals [29]. Moreover, graphene supports the propagation of THz surface plasmon polariton (SPP) waves at room temperature. SPP waves are surfaced-confined electromagnetic waves generated by the global oscillation of electrons. By leveraging the properties of graphene, nano-transceivers [30][31] and nano-antennas [32][33] have been proposed and are being developed. These devices are intrinsically small, efficient to operate at THz frequencies, and can support very large modulation bandwidths. Moreover, graphene is ”just the first” of a new generation of 2D materials (such as MoS2 or Hb-N), which can be stacked to create new types of devices and leverage new physics.
In parallel to the development of new device technologies, there is a need to understand and model the THz-band channel. In the case of line-of-sight (LoS) propagation [34], the main phenomena affecting the propagation of THz waves are the (i) spreading loss and the (ii) molecular absorption loss. The spreading loss accounts for the attenuation due to expansion of the wave as it propagates through the medium and is common to any wireless communication system. The molecular absorption loss accounts for the attenuation that a propagating wave suffers because a fraction of its energy is converted in vibrational kinetic energy in molecules (especially water vapour). In the case of non-line-of-sight (NLoS) propagation [35], in addition to the two aforementioned phenomena, high reflection loss, diffused scattering and diffraction by obstacles need to be captured. Ultimately, stochastic multi-path channel models are needed to statistically characterise the channel. In addition, there is a need to understand the channel characteristics in mobile environments, see e.g. [36].
In light of the capabilities of THz devices and the peculiarities of the THz-band channel, there is a need to develop new communication algorithms and networking protocols, tailored to THz communication systems. At the physical layer, new types of modulations are needed. For short-range communications (below one meter), the use of impulse-radio-like communication based on the transmission of one-hundred-femtosecond-long pulses following an on-off keying modulation spread in time has been proposed [37]. Such very short pulses are already at the basis of many THz sensing systems and can be generated and detected with current technologies. For longer communication distances, new dynamic bandwidth modulations [39] are needed to not only overcome but even leverage the unique distance-dependent bandwidth created by molecular absorption. Specialized (single-carrier) waveforms that are robust to phase noise, Doppler, and carrier frequency offset have been investigated as well [38]. 
Independent of the modulation, and similar to any wired or wireless Tbps communication system, physical-layer synchronisation (both in time, frequency and phase) becomes a major challenge. The front-end non-idealities, e.g. non-linearity and phase noise, can severely impact the achievable throughput. Going to Tbps throughputs implies increasing the bandwidth to tens of GHz. This is another challenge for implementations for two reasons: first, ADCs and DACs in the tens of Gsamples/s are needed; second very wideband analogue baseband circuits are needed (half the RF bandwidth). The lack of digital-to-analogue and analogue-to-digital converters (DACs and ADCs, respectively) able to handle multi-GHz bandwidth signals, limits the application of traditional digital signal processing and motivates the research and development of new mixed (digital and analogue) techniques where some traditionally digital functions such as synchronisation or equalisation can be moved to the analogue domain. Additional challenges include new channel coding strategies, which leverage the uniqueness of the THz-channel, or physical layer security schemes for THz-signals. Very generally, efficiencies become dominant bottlenecks: at 1 Tbps, an efficiency of 1 pJ/bit (impossible today if we consider the whole PHY) translates into 1 Watt of power consumption; similar considerations about implementation efficiencies in silicon technology (area efficiency (bit/s/mm²) and power density (W/mm²)) show huge challenges at Tbps rates.
Similarly, many challenges arise in the higher layers of the protocol stack. At the link layer, novel MAC protocols are required for THz-band communication networks, since classical solutions do not capture the peculiarities of this band. The very large available bandwidth almost eliminates the need for nodes to contend for the channel. The transmission of very short signals also minimises the chances for collisions. All these come at the cost of more complex synchronisation schemes between devices. Ideas to be explored for new MAC protocols include, among others, the development of receiver-initiated transmission schemes to ensure that the transmitter does not waste resources when the receiver is not available, especially when highly directional systems are used. Additional challenges also include packet size optimisation and adaptive error control strategies.
At the network layer, new routing mechanisms could be developed that take into account the availability of both classical active relaying nodes as well as novel passive dielectric mirrors, which can direct the signal towards its final destination. In addition, new routing metrics that consider the channel molecular composition and its impact on the available distance-dependent bandwidth need to be explored. At the transport layer, as wireless multi-Gbps and Tbps links become a reality, the aggregated traffic flowing through the network will dramatically increase. These will introduce many challenges at the transport layer regarding congestion control as well as end-to-end reliable transport. For example, we expect that a revision of the TCP congestion control window mechanism will be necessary to cope with the traffic dynamics of THz-band communication networks.
For the validation and refinement of the developed solutions, new experimental platforms and integrated testbeds will be needed. For the time being, these are mainly focused in the sub-THz windows (300 GHz, 650 GHz), but systems at true THz frequencies will be required. Finally, in parallel to all the scientific developments, work needs to be done towards regulation and standardisation of the THz-band [40].
Smart devices will be able to sense and monitor the environment based on the radiated communication signals. This will enable smart context-aware networking and new applications, which are based on the knowledge of certain features of objects in the surrounding, e.g. position, velocity, structure, or used frequency bands. Sensing not only includes the recognition of devices that radiate THz signals, but also passive imaging techniques can be integrated. Environment-aware communication will be a key component of next generation smart networking, which will push the integration of data analytics to a new level.

5.5 [bookmark: _Ref520040919][bookmark: _Toc32413494][bookmark: _Toc32438292][bookmark: _Toc39430746][bookmark: _Toc39842841]Massive and Ultra-Massive MIMO
The grand challenge for mmWave, THz-band and optical communications is posed by the very high and frequency-selective path loss, which easily exceeds 100 dB for distances over just a few meters in the presence of LoS (line-of-sight) and becomes even worse in NLoS (non-line-of-sight) conditions. As a result, high-gain directional antennas are needed to communicate over distances beyond a few meters.
Similarly, as in lower frequency communication systems, antenna arrays can be utilised to implement MIMO systems, which are able to increase either the communication distance by means of beamforming, or the achievable data rates by means of spatial multiplexing. In the last few years, the concept of massive MIMO (mMIMO) has been introduced and heavily studied in the context of 5G systems [41][42][43]. In such schemes, very large antenna arrays with tens to hundreds of elements are utilised to increase the spectral efficiency to communicate over a large distance. In these arrays, it is important to take mutual coupling between the antenna elements into account in a physically consistent way [44][45]. Very large antenna arrays have been proved to be very useful for mmWave communication systems [46][47]. When moving to the THz-band, antennas become even smaller and more elements can be embedded in the same footprint. However, linearly increasing the number of antennas is not enough to overcome the much higher path loss in THz-band.
In this context, the concept of ultra-massive MIMO (um-MIMO) communications, enabled by very dense plasmonic nano-antenna arrays, has been recently introduced in [48] and [49]. Instead of relying on conventional metals, nanomaterials and metamaterials can be utilised to build plasmonic nano-antennas (see Section 3.4), which are much smaller than the wavelength corresponding to the frequency at which they are designed to operate. This property allows them to be integrated in very dense arrays with innovative architectures. For example, even when limiting the array footprint to 1 mm × 1 mm, a total of 1024 plasmonic nano-antennas designed to operate at 1 THz can be packed together, with an inter-element spacing of half plasmonic wavelength. Such plasmonic nano-antenna arrays can be utilised both at the transmitter and the receiver (1024×1024) to simultaneously overcome the spreading loss problem (by focusing the transmitted signal in space) and the molecular absorption loss problem (by focusing the spectrum of the transmitted signal in the absorption-free windows).
By properly feeding the antenna array elements, different operation modes can be adaptively generated. In ultra-massive beamforming, all the nano-antennas are fed with the same plasmonic signal, as in conventional beamforming. This mode can effectively overcome the very high attenuation at mmWave, the THz-band and optical frequencies and thus enhance the communication distance. Moreover, beamforming has the benefit of avoiding co-channel interference while exploiting the angle diversity by steering the narrow beam dynamically to the targeted angle directions. In ultra-massive spatial multiplexing (um-SM), physically or virtually grouped array elements can be assigned to communicate with an individual user. This mode uses multiple streams on a single carrier to increase the capacity per user and can be most effective when radio links operate in a high SNR regime with a bandwidth limitation. This mode improves the network throughput by means of spatial multiplexing, given that the um-MIMO channel matrix is well-conditioned, or equivalently, provides sufficient diversity and rank. Obviously, any combination in between UM Beamforming and UM Spatial Multiplexing is possible.
In addition, to maximise the utilisation of the mmWave- and THz-channel and enable the targeted Tbps-links, more than one spectral window could be utilised at the same time. In this direction, multi-band um-MIMO enables the simultaneous utilisation of different frequency bands by leveraging the electrically tunable frequency response of graphene-based plasmonic nano-antennas. By tuning (virtually) grouped sub-arrays to different frequencies, a single um-MIMO system can simultaneously cover multiple transmission windows. One of the key advantages is that the multi-band approach allows the information to be processed over a much smaller bandwidth, thereby reducing overall design complexity as well as improving spectral flexibility. In this direction, advanced space-time-frequency coding and modulation techniques need to be developed for the um-MIMO systems to exploit all of the spatial, temporal and frequency diversities, and hence, promise to yield remarkable performance improvements.
Besides the challenges related to the plasmonic nano-antenna array technology, the realisation of um-MIMO communication requires the development of novel accurate channel models able to capture the impact of both plasmonic nano-antenna arrays in transmission and reception, as well as the behaviour of a very large number of parallel THz-waves propagating in space. Existing MIMO or mMIMO channel models for lower frequency bands (e.g. [41][42][43][50][51][52]) cannot be utilised because they do not capture the peculiarities of the THz-band channel, including the frequency-selective absorption loss or the very high reflection loss. Similarly, the few THz mMIMO channel models developed to date [53][54] do not take into account the capabilities of plasmonic nano-antenna arrays, such as the sub-wavelength size and separation, and the opportunities this brings. Therefore, a 3D um-MIMO channel model for ultra-broadband communications is needed.
A new and revolutionizing technique able to improve substantially the performance of wireless communication networks is smartly changing the propagation characteristics of the wireless channel through the use of intelligent reflecting surfaces (IRS), which are made of a large number of low cost passive reflecting elements able to independently change the amplitude and/or phase of the incident signal so as to achieve specific propagation effects [55][56]. The IRS can be used to improve the coverage, reduce interference levels, increase system capacity. Additionally, they can be employed to increase physical layer security and even support wireless power transference.
Large intelligent surfaces (LIS) [57] can be an even powerful technique. They are also surfaces covered by a large number of antenna elements but, contrarily to IRS, where the elements are passive, the LIS elements are low complexity antennas connected to a processing unit. These elements are activated according to the user location and its transmission requirements. This allows unprecedented capacity gains [57], as well as accurate positioning [58]. LIS can also be used for wireless transference of power.
Although the LIS is made of antenna elements with very low complexity, its implementation can still involve considerable challenges due to the large number of antennas and the associated circuitry. A natural option to overcome these difficulties is to split the LIS surface in small panels (say with 10x10 antennas), each one able to separate a small number of users (say, 2 or 4 users), and only a fraction of the panels is activated. Radio stripes [59] are another interesting variant of LIS, with the antennas placed over a stripe instead of a surface. As with LIS, radio stripes can enable huge capacity gains, enabling cell-free systems [60], together with accurate positioning, having the additional advantage of a very simple and low cost and implementation. 
The communication using LIS and/or radio stripes schemes will require advanced, low complexity techniques for the signal separation, as well as new resource allocation spacial aspects (i.e., which antennas/panels are activated for a given user). Highly efficient, low complexity amplifiers, namely switched amplifiers, will be required, especially for systems operating at higher frequency bands (e.g., mmWaves and THz). To further improve the performance, disruptive techniques that take advantage of hardware imperfections such as nonlinear and/or memory effects can be employed [61][62].
The large dimensions of LIS and radio stripes (several tens of meters), together with the relatively short communication ranges (tens of meters or even less), leads to a near field communication effects, with its inherent potential and challenges. The channel estimation can be a considerable challenge due to the large number of parameters to estimate (this also applies for IRS). To overcome these difficulties, parametric channel estimation and tracking techniques [63] can be employed, eventually supported by positioning information.
Network densification, which increases the number of antennas per site and leads to smaller cells, is one of the solutions offered to achieve high data rates targeted for 5G [60]. The antennas of such massive MIMO systems can be deployed either in a collocated fashion where a large array of antennas is mounted in a single location in a compact way or in a distributed fashion with antennas spread over the covered area. The former approach is known as the centralized mMIMO [66] and the latter the distributed mMIMO [67]. Distributed mMIMO can be implemented with a cell-based approach where the access points (APs) are divided into disjoint clusters and APs of each cluster cooperate to serve the user equipments (UEs) within the cell defined by the cluster. This scheme is called coordinated multi-point (CoMP) with joint transmission in 3GPP LTE [68], but unfortunately it did not provide much practical gains [69]. 
The cell-centric approach can be changed to the user-centric one where the cluster serving a particular UE can be determined dynamically by choosing the subset of APs closest to the UE. The combination of TDD and mMIMO operations with the dense distributed network topology and the user-centric approach leads to the concept of cell-free massive MIMO in which all APs are able to serve UEs cooperatively without any cell restrictions. The cooperation among the APs can be implemented via a fronthaul connection between each AP and CPU and a backhaul connection between CPUs. Compared to its cell-centric counterpart, the cell-free mMIMO is considered as a promising technology [70] due to its improvements in terms of spectral and energy efficiency, as well as its ability to balance the centralized and distributed processing, especially for indoor and hot-spot coverage scenarios [71]. Nevertheless, some crucial questions remain open, such as the relevant initial access, power control, distributed processing considering encoding/decoding, resource allocation, channel modelling, downlink channel estimation, compliance with existing cellular standards and prototype design. 
In the different variations of massive and ultra-massive MIMO schemes, machine learning (ML) can be used in certain scenarios. One scenario is when the available mathematical model is flawed or is only a coarse approximation of the real underlying model. An example is the linear channel model which neglects non-linearities caused by hardware and other practical effects. ML can be used to improve the solutions that are based on the linear model approximation. ML can also be effective to define detection schemes that take advantage of nonlinear effects [64][65]. A further example is molecular communications discussed in Chapter 11, where an accurate model describing the molecular channel is yet to be developed. Another scenario is where the optimal solutions are computationally demanding and/or not possible for practical hardware architectures. In this context, ML can be used to approximate those optimal solutions with lower complexity, albeit clearly at a performance loss. Examples include maximum likelihood detection, channel estimation, etc.

5.6 [bookmark: _Toc32413495][bookmark: _Toc32438293][bookmark: _Toc39430747][bookmark: _Toc39842842]Waveform, Multiple Access and Full-Duplex
Cyclic prefix orthogonal frequency division multiplexing (CP-OFDM) has been adopted in several wireline and wireless standards such as ADSL, Wi-Fi, LTE, and recently in 5G NR [72]. CP-OFDM divides the bandwidth into several orthogonal subcarriers. The orthogonality is preserved as long as the transmitters are synchronised to each other. Fine time and frequency synchronisation is then required to maintain the subcarrier orthogonality. However, strict synchronisation is limiting in certain scenarios. For example, sporadic access in internet of things (IoT) and machine-type communications (MTC) requires relaxed synchronisation schemes, in order to limit the length of the signalling overhead [73]. Ideally, the massive number of devices could just transmit their messages asynchronously; being only coarsely synchronised [73]. This could also be advantageous for low-latency communications. However, in multi-user asynchronous access, the CP-OFDM subcarriers are no longer orthogonal, which introduces high inter-carrier interference [74]. Therefore, CP-OFDM is no longer viable in such scenarios.
Several waveforms, e.g. filter bank multi-carrier (FBMC), generalised frequency division multiplexing (GFDM) and universal filtered multi-carrier (UFMC) may be more suitable since their subcarriers are better localised in the frequency domain, and therefore limit the inter-carrier interference. A good frequency localisation may also be beneficial due to other reasons, e.g. sensitivity to phase noise in mmWave, required accuracy of frequency-synchronisation, etc.
The waveforms differ in whether they are orthogonal, whether and how they employ a cyclic prefix, and how the subcarriers are filtered to make them well localised in the frequency domain [75]. FBMC is quasi-orthogonal, performs a per sub-carrier filtering and eliminates the cyclic prefix, but care must be taken in the implementation since contrary to OFDM, GFDM and UFMC, it uses offset quadrature amplitude modulation (OQAM). GFDM also performs per-subcarrier filtering and reduces the overhead of the cyclic prefix by employing it for several symbols, instead of per symbol as in OFDM. However, its non-orthogonality introduces self-interference even if the transmitters are perfectly synchronised. This requires a more complex receiver using e.g. successive interference cancellation. UFMC eliminates the cyclic prefix and applies a filtering for a sub-band consisting of several subcarriers, where the subcarriers within a sub-band are orthogonal to each other but the sub-bands are non-orthogonal, introducing less inter-carrier interference compared to GFDM. Numerous comparisons between those waveforms have been made regarding implementation complexity, spectral efficiency, robustness towards multi-user interference (MUI) and resilience to power amplifier non-linearity etc., see e.g. [76] and [77].
There are further new waveforms, including orthogonal time frequency space (OTFS) modulation [78], which can be considered as a special case of multicarrier code division multiple access (MC-CDMA). It uses long spreading sequences that are well localized in the delay-Doppler domain. This kind of spreading sequences have originally been designed for radar systems. Constant envelope OFDM (CE-OFDM) [80] uses phase modulation to modulate an OFDM signal onto a carrier to reduce the peak to average power ratio (PAPR). A low PAPR is advantageous, as it enables more efficient power amplification, as the lower the PAPR is, the smaller the power backoff can be. CE-OFDM uses Hermitian-symmetric inputs to the IDFT, which leads to a real valued output used to modulate the phase. Low-complexity receivers for CE-OFDM have been studied in [81].
Even if they have not yet been adopted in 3GPP, these post-OFDM waveforms are promising schemes, especially in asynchronous multiple access for massive IoT scenarios. Therefore, application-oriented research on algorithms and proof-of-concept implementations are needed to make them more mature.
Relaxing the orthogonality constraint generally leads to a more efficient and flexible use of the wireless channel. Non-orthogonal multiple access (NOMA) has attracted significant attention in recent years, as it does not only result in larger achievable rates for scheduled uplink and downlink transmissions, but also provide means to cope with packet collisions for MTC scenarios with grant-free access [82]. Challenges for NOMA research include
· User pairing: Current research in NOMA mostly considers pairing of two users with the same resource due to high interference accumulation at receiver. However, some publications suggest that with a careful design, more than two users can be paired to use same resource [83]. The application of dense users using same resource can be further extended by considering other candidates such as massive MIMO and mmWave.
· Interference cancellation: Several potential candidates for interference cancellation in NOMA have been discussed intensively. Successive interference cancellation (SIC), parallel interference cancellation (PIC) and hybrid interference cancellation are some possibilities [84]. Yet the challenge to find the optimal one is still broadly open. The main focus is to find a balance between error rate performance, number of paired users, each user’s throughput and overall throughput. 
· Power control: It is important to design an intelligent power control scheme since power is a crucial resource in NOMA. The design of power control in NOMA can affect other performances such as receiver interference level and throughput. E.g. the work in [85], where the power constraint is jointly allocated in full-duplex NOMA, can be further extended to multi-cell scenario. 
· Physical layer security: One of the earliest questions when NOMA was introduced is: Is NOMA safe? This question arose since in most NOMA cancellation techniques, one user can decode another user’s signal in its own device. Such an issue needs further investigations (see e.g. [86]).
Furthermore, advanced self-interference cancellation techniques can potentially double the spectral efficiency, and enable in-band full-duplex (IBFD) transceivers that offer a wide range of benefits, e.g., for relay, bidirectional communication, cooperative transmission in heterogeneous networks, and cognitive radio applications [87]. However, for the full-duplex technique to be successfully employed in next generation wireless systems, there exist challenges at all layers, ranging from antenna and circuit design (e.g. due to hardware imperfection and nonlinearity, non-ideal frequency response of the circuits, phase noise, etc, especially when taking MIMO and massive MIMO into account), to the development of theoretical foundations for wireless networks with IBFD terminals. Much work remains to be done, and an inter-disciplinary approach will be essential to meet the numerous challenges ahead [88].

5.7 [bookmark: _Toc32413496][bookmark: _Toc32438294][bookmark: _Toc39430748][bookmark: _Toc39842843]Coding and Modulation
Channel coding aims to correct errors to establish reliable communication and can be regarded as one of the most complex parts of the baseband transmission chain [89]. For decades, researchers sought for channel codes with good error correction performance approaching Shannon’s capacity limits with manageable complexity. Modern channel coding schemes such as Turbo, LDPC and Polar codes with excellent performance made their way into several communication standards after advancements in semiconductor technology. However, as the decoders for those codes are very complex, there will be implementation bottlenecks (w.r.t. computational complexity, algorithm parallelisation, chip area, energy efficiency, etc.) to be addressed for high throughput (e.g. when throughput is over multiple Gigabits per second) and/or low latency applications are targeted by future communication standards.
For Polar codes, the state of the art CRC aided successive cancellation list (CA-SCL) decoding doesn’t scale up well with throughput due to its serial nature of the algorithm. Hence, iterative algorithms like multi-trellis BP (belief propagation) decoding [90][91] may be considered. Furthermore, modified polar code constructions can be adopted to improve the performance of iterative BP algorithms. Approaches like unfolding the iterative decoders using deep neural networks can be used to improve the latency and throughput of the decoders [92][93]. 
Even though these modern coding schemes show near-capacity error correction performance for many channels (e.g. binary input additive white Gaussian/BI-AWGN channels), their combination with higher order modulation schemes (such as QAM) can lead to a sub-optimal performance. One reason for this degradation is the so-called ‘shaping loss’ caused by the probability distribution of the transmitted symbols [94]. In order to approach capacity, the transmitted symbols need to have a certain probability distribution (e.g. discrete Gaussian distribution is needed for the transmission over AWGN channels) and using uniformly distributed symbols results in a performance loss, which can be up to 1.53 dB on AWGN channels.
Several solutions for constellation shaping are proposed to compensate this loss. One option is to optimise the locations of the modulated symbols in the constellation diagram to obtain non-uniform constellations (NUC), as adopted in the ATSC3.0 standard [95]. This scheme is also called geometric shaping and shows improvements compared to uniform signalling. Another approach is the so-called probabilistic shaping [96][97][98], where a shaping encoder is employed to encode messages in a way that the transmitted codewords have a non-uniform probability distribution, resulting in a capacity achieving distribution when combined with simple QAM symbols. This approach is shown to perform close to channel capacity. Another feature of probabilistic shaping is that the probabilities of transmitted symbols can be changed to adapt the transmission rate without changing the FEC code. This is of particular importance since a single FEC code design is sufficient for rate-adaption. Considering the diverse requirements of future communications systems, several shaping encoders suitable for both high throughput and ultra-low latency (short blocks) have been proposed in the literature [97] and [99]. However, hardware implementation of efficient shaping encoders and decoders needs further investigations.
Constellation shaping provides significant improvements in terms of error correction performance. In general, signal shaping is a fundamental and important technology to further improve the spectral efficiency of wireless and wireline communication systems, as the shaping loss may be considered as one of the last gaps between Shannon’s information theory and the practical communication systems to be bridged.

5.8 [bookmark: _Toc32438295][bookmark: _Toc32413497][bookmark: _Toc39430749][bookmark: _Toc39842844]Positioning and Sensing
Especially in the massively connected world of the “Internet of Things” (IoT), it is getting more and more important to be aware of where all these “things” are located, e.g. via positioning and sensing. Mobile radio-based technologies envisaged for a future system will play an essential role in providing high accuracy positioning of the “things”. State-of-the-art cellular systems like 4G LTE support positioning in a non-cooperative way, i.e. in the downlink, several base stations send reference signals and the UE measures them and, in the uplink, a UE sends reference signals and several base stations measure them. This is good enough to support the requirements imposed by the FCC for localisation of emergency calls (so-called E-911), where an accuracy in the order of 50 m can be required [100]. There are use cases for future mobile communications, e.g. V2X, smart factory and others, however, where a higher localisation accuracy is required. For instance, for V2X vulnerable road user discovery, an accuracy as high as 10 cm may be required (see e.g. [101]). Currently, 3GPP is considering a positioning accuracy of 50 cm for the future releases of the 5G NR standard, due to the higher frequencies and large signal bandwidths, dense networks as well as improved device-to-device communications available for 5G. In general, wireless sensing can be used to monitor and record the physical conditions of the environment, which can in turn be utilized for more power-efficient communications, such as in communication with integrated sensing. High accuracy sensing without weakening the wireless communication should be an indispensable feature for future networks, including short-range communication.
While it is by now known that MIMO systems improve spatial diversity and result in spatial multiplexing gains, their power in improving positioning accuracy has not yet been fully exploited. Large antenna arrays at the BS (base station) result in very fine angular sampling, which can be leveraged for positioning methods. Further, existing positioning methods only work well in strong LoS environments in general. Many environments, however, experience strong multipath which cause performance degradations and reduces position accuracy. For that reason, the existing methods need to be revised or new methods need to be developed to accommodate multipath propagation. Such methods can additionally leverage the presence of large antenna arrays at the BS [102]. Clearly, having multiple antennas at the UE can improve positioning. In particular, the ability for a receiver to measure the time-of-arrival, angle-of-arrival, and angle-of-departure of distinct multipath components improves not only the ability of the UE to exploit the LoS path (including the possibility to determine the UE’s orientation), but also its ability to map the environment, in order to determine the location and the extent of dominant reflectors. Such radar-like abilities can occur in either bistatic operation (piggybacking on standard positioning reference signals) [104], or in monostatic operation (requiring full-duplex processing at the BS) [103]. The price to pay is the complexity cost of the associated simultaneous localization and mapping algorithms [104], which likely need to be solved through mobile edge computing. Moreover, fully harnessing these physical dimensions would require novel signals in temporal spatial and frequency domain [105]. 
Once such radar-like abilities of communications systems are available, a convergence of radar and communications technologies is very likely. However, passive radar technologies depending on RF (communications) transmitters that are not under control of the locating entity cannot be used for critical applications where service availability and reliability is crucial. Active radar is necessary. The more active radar systems will be employed, the more interference will be experienced. Radio resource management is one means to cope with the interference. Well-known technologies from cellular communications can be employed using communications links for exchanging such control information. Ultimately, new waveforms can be deployed for combining radar and communication [106][107].
Cooperation can boost the positioning accuracy [108][109], especially in massively connected scenarios. In cooperative positioning, the user equipment (UEs) can send and receive signals and exchange their position relevant information. If the density of UEs is large, it is likely that there are line of sight (LOS) propagation conditions to each UE from several UEs, which is significantly increasing achievable localisation accuracy and coverage. There are two different approaches to position calculation, a centralised approach where a central entity calculates the position and a decentralised approach where UEs calculate their position based on the position estimates of the UEs in their vicinity. With side-link communication in 5G, new opportunities for localization and sensing arise, not only in signal design, but also in protocols and algorithms. Important use cases are in the vehicular and drones contexts, where relative location information from cooperative links can have direct implications for safety and global situational awareness.
Accurate positioning can be leveraged to enable location-aware communications [110], e.g. design of narrow beams targeted towards the intended user in traditional cellular systems, facilitate autonomous driving, etc. These effects will become increasingly pronounced as communications systems shift to ever higher carrier frequencies (0.1 THz and beyond). Furthermore, accurate positioning is a prerequisite for emerging industrial and factory applications. Therefore, in contrast to legacy systems, positioning has a big impact on the operation of future communication systems. For these reasons, investigating new positioning paradigms, e.g. for joint communication and positioning, is essential, as it can further improve spectral efficiency, energy efficiency, and reduce latency. Similar to other applications such as ultra-massive MIMO, machine learning can be used in the case of positioning where complex propagation environments cannot be accurately modelled.

5.9 [bookmark: _Toc32413498][bookmark: _Toc32438296][bookmark: _Toc39430750][bookmark: _Toc39842845]Massive Random Access
The future vision of IoT envisages a very large number of connected devices, generating and transmitting very sporadic data. The challenge here is how to coordinate such a network without consuming much of the network resources and node energy for protocol overhead. Modern information theoretic research has formalised this problem as follows: consider a number of nodes, each of which makes use exactly of the same code, which is hardwired into the device for system simplicity and cost reasons. These nodes access a common transmission resource at random in a very sporadic manner. The receiver (e.g., a base station) must decode the superposition of codewords without knowing a priori who is transmitting [111]. After decoding the messages (payload), the ID of the transmitter can be found as part of the message, if necessary. For example, in some applications it is important to know the transmitter, but there are applications in which it is important to get the data and not the identity of the transmitter. The challenge now is to design such new random-access codes for which the superposition of up to K distinct codewords can still be uniquely decoded.
In such a framework, the design of channel access protocols departs from conventional approaches used for predictable, persistent, and synchronized data sources. This new random-access paradigm is inherently related to group testing: A set of statistical procedures for which it is possible to identify the presence of certain individual agents by sampling combinations thereof [112] and [113]. A related setting consists of coded slotted Aloha, where sparse codes with iterative message passing decoding are developed along multiple random transmissions, to effectively eliminate interference by a sort of low-complexity successive interference cancellation [114]. The performance can be further improved using low-rate channel codes in combination with multi-user detection at the physical layer [115]. While traditional access protocols were designed to avoid interference, the key idea of such innovative approaches lies on the ability to harness information from multi-user interference and constructively utilize it for contention resolution, in combination with advanced signal processing techniques at the receiver [116].  
A related problem consists of activity detection, e.g. using a receiver with a large antenna array: In this case, users are given unique signature sequences and transmit at random in a completely uncoordinated way. The base station has multiple antenna observations and must identify the “active set” of users that are transmitting. This problem is related to compressed sensing where the sparse vector to be estimated is the vector of 0s and 1s, denoting “absence” or “presence” of the transmitters. Modern techniques based on approximated message passing (AMP) can be used for this purpose [117] and preliminary research results show the exact trade-off between the length of the signature sequences (protocol overhead) and the number of active users, such that the probability of identification error can be made as small as desired [118] and [119]. Compressed sensing-based multi-user detection may also be combined with coded random access schemes [120].
Massive MIMO technology can be efficiently exploited in massive random access to improve the activity detection accuracy by leveraging the high spatial multiplexing gains. The combination of massive MIMO with non-orthogonal multiple-access (NOMA) techniques emerges as a promising area for the design of novel random access protocols. With the aid of multiple-measurement vector compressed sensing techniques [121], the user detection error in grant-free random access can be driven to zero asymptotically in the limit as the number of antennas at the base station goes to infinity. Another approach of jointly addressing the problems of activity detection and collision resolution is the grant-based strongest-user collision resolution protocol, able to resolve collisions in a distributed and scalable manner by exploiting special properties of massive MIMO channels [122].
In both cases the massive random-access and the activity detection problems, a significant research effort must be made in order to bring the abovementioned theoretical ideas to practice and to facilitate a solid system design. Furthermore, even the basic theory needs to be extended, for example, to encompass asynchronism and presence of unknown parameters, such as phase and frequency offsets, and random fading coefficients, for which the current theory has only partial answers.
In a second step, this line of research should consider waveforms adapted for low-latency sporadic access for the cyber-physical systems characteristic of the tactile Internet [123]. Here, sub-ms latencies may be required in order to control moving or even flying objects (passenger drones) or other similar scenarios requiring the combination of ultra-reliable communication with centralised control systems. Similar mechanisms will also be required for evolved Industry 4.0 applications [124]. It is envisaged that the physical-layer transport mechanisms will be associated with real-time cloud computing (mobile edge computing) in proximity to the radio network to implement the necessary control loops. This concerns primarily sub-6GHz access for the uplink and massive connectivity of objects to wireless infrastructure. The objective is to provide solutions for the evolution of cellular IoT uplink waveforms and protocols that scale to huge number of connected devices with stringent energy and potentially latency constraints.
Another promising research direction lies on the use of data-driven methods for the design of new generalized random-access protocols, where the receiver exploits certain side information about the (possibly correlated) activation patterns of the devices. In this context, AI/ML techniques have the potential to build on the availability of data and identify features that could enable the interaction with the underlying random access protocols, e.g., reduce connectivity overhead and prevent the under-utilization of the scarce radio resources [125].

5.10 [bookmark: _Toc32413499][bookmark: _Toc32438297][bookmark: _Toc39430751][bookmark: _Toc39842846]Wireless Edge Caching
Wireless communication networks have become an essential utility for citizens and businesses. Wireless data traffic is predicted to increase by 2 to 3 orders of magnitude over the next five years [9][126]. The implications of these trends are very significant: while continued evolution is to be expected, the maturity of current technology (e.g., LTE-Advanced for cellular and IEEE 802.11ac for WLAN) indicates that the required orders of magnitude throughput increase cannot be achieved by an incremental “more-of-the-same” approach. As far as wireless capacity is concerned, the forthcoming 5th Generation (5G) of standards and systems is focused to a certain extend on the traditional view of “increasing peak rates” [127]. In contrast, it is widely recognised that a major driver of the wireless data traffic increase is on-demand access to multimedia content (Wireless Internet) [9][126]. Peak rates do not necessarily yield an improved user Quality of Experience (QoE). For example, typical video streaming requires rates ranging from ~400 kbps (standard quality) to ~2 Mbps (high quality). What really matters for the end user QoE is the availability and stability of such rates, so that a video can be played anywhere, at any time, and without interruptions. Also, we observe that the users’ content consumption pattern and the operators' data plans are dramatically mismatched. For instance, a standard monthly data plan in the EU includes ~3 Gbytes of LTE traffic at a cost ranging between 15 and 50 EUR, while a single movie requires ~1.5 Gbytes of data, such that the whole plan would be depleted by streaming ~2 movies.
In light of the above considerations, a novel content-aware approach to wireless network design is needed. Such novel approach should support the paradigmatic shift “from Gigabits per second to a few Terabytes per month for all”. More precisely, the special features of on-demand multimedia content can be leveraged in order to deliver a target of ~1 $TB/month of content data to each user in a scalable and cost-effective manner. This target is far more challenging than achieving Gbps peak rates, which have been already demonstrated by various “5G-ready” experimental platforms [128][129].
Meeting this challenge requires a profound and non-incremental advance in the information theoretic foundations, in the coding and signal processing algorithms, and in the wireless network architecture design, in order to exploit the potential gain of content-awareness.
Recent research in information theory and wireless communication has shown that content distribution over a wireless network (e.g., on-demand video streaming) can be made much more efficient than current state-of-the-art technology by caching content at the wireless edge [130][131][132][133]. This means pre-storing segments of the content files at the base stations, at dedicated “helper” nodes, and also in the user terminals.
Traditional caching (e.g., prefix caching) decreases the transmission load by the fraction of data already present (pre-cached) at the destination. With these novel modern techniques, based on extensive use of network coding, it is possible to show that a constant (non-vanishing) per-user throughput can be achieved while the number of users grows to infinity. We refer to this behaviour as “full throughput scalability” [134]. For the sake of concreteness, consider the analogy with conventional TV broadcasting: in this case, leveraging the broadcast property of the wireless medium, an infinite number of users can be served with a finite transmission resource, i.e., a finite bandwidth and transmit power. For example, this approach is taken in the so-called enhanced multicast-broadcast multimedia service (eMBMS) in 4G networks. Now, the reason for which eMBMS turned out not to be a huge success is that users do not consume wireless multimedia as they used to consume traditional live TV: they wish “on-demand” services, to access what they want at the desired time and location, and not at the time decided by a TV broadcaster. With on-demand delivery, the broadcast nature of the wireless medium cannot be exploited in a direct and trivial manner. In fact, streaming services today treat the on-demand traffic as unicast individual traffic, as if the content was individual independent data. An important consideration here is security. The data can be stored on user’s local cache that depends on the demand of other users in the network. This leads to the possibility of spying and tampering. Authors in [135] formulate a shared-link caching model with ‘private demands’ with the goal to design a two-phase private caching scheme with minimum load while preserving the privacy of the demands of each user with respect to other users. 
Treating on-demand content as unicast traffic is highly inefficient, since it does not exploit the huge redundancy inherently contained in the users’ requests, which concentrate on a relatively small set of very popular files, especially in video-server services where the library of popular movies can be controlled by the service provider, and can be updated at a relatively slow pace (e.g. the library is refreshed every day/week/month). Such redundant requests arrive to the server in an asynchronous way, such that the probability that many users wish to stream the same file at the same time is basically zero. Coded caching techniques have the ability of turning the unicast traffic (on-demand streaming) into a coded multicast traffic, such that again the scalability of broadcasting a common message is recovered and full throughput scalability is achieved.
Beyond these very compelling theoretical results, a significant knowledge gap must be filled to make these ideal of practical value. Therefore, a significant research effort needs be made e.g. in the following areas:
· Coding (e.g., combining edge caching with modern multiuser MIMO physical layer schemes);
· Protocol architectures (e.g., combining edge caching with schemes for video quality adaptation such as Dynamic Adaptive Streaming over HTTP (DASH) [136]);
· AI/ML based content popularity estimation and prediction, to efficiently update the cached content [137].
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6. [bookmark: _Toc509414426][bookmark: _Toc39842847]Optical networks

Within the next decade, the world will go digital, improving our quality of life and boosting the industrial productivity. Artificial intelligence will free us up from routine tasks and unleash human creativity and product innovation. We will enter a new era in which billions of things, humans, and connected vehicles, robots and drones will generate Zettabytes of digital information. All this information needs to be transported, stored and processed in an efficient way. 
Smart connectivity will be the foundation of this new digital world: Always available, intrinsically secure, and flexibly scaling. A programmable network infrastructure will be the nervous system that the digital society, industry and economy will heavily rely upon. Delivering the required performance, resilience and security levels, while satisfying cost, energy efficiency and technology constraints, presents a formidable research challenge for the next decade.
Overcoming the challenges in scaling electronic interconnect speeds, advanced electro-photonic integration will enable a new generation of optical networking and IT equipment. Combining the advantages of optics and electronics is the way forward to deliver unprecedented functionality, compactness and cost-effectiveness.
Optical networks have long been the solution of choice for submarine, long-haul, and metro applications, thanks to the unparalleled capacity, energy efficiency and reach of optical fiber transmission. In recent years, optical network technologies have conquered inter- and intra-data center networks and have created tremendous growth in this sector. 
Building a mobile network will require optical connectivity to each radio antenna and a powerful optical network behind. Therefore, the mobile networking we all expect everywhere and which forms the basis for IoT or other smart networking applications will continue to rely on progress in the optical infrastructure to higher capacity, lower latency, increased programmability, enhanced reconfigurability, increased environmental hardening and significantly reduced power consumption.  
  Current optical access network solutions will evolve further to also fulfil requirements of future applications demanding ultra-high speed and low latency. While classical point-to-point fibre solutions can already provide high capacity and low latency, these are not scalable to support dense 5G deployments at a low-cost point. New architectures, derived from low-cost Fibre-to-the-Home solutions need to be developed so that the high performance can be delivered at a cost that is compatible with the revenue generated by smaller and smaller cells. Additional benefits such as their reliability and EMI (electro-magnetic interference) immunity make optical network technologies also attractive for applications such as critical infrastructures, factories of the future, private enterprise networks, and vehicular networks. 
For all these networks from access through 5G any-haul, to critical infrastructure, factory, and enterprise network deployments, free space optical technologies such as Li-Fi should be investigated as complementary solutions to RF implementations as they promise highest data rates combined with added security gains due to EMI immunity and high directionality. 
From ground-breaking discoveries such as new types of optical fibres and EDFAs over products such as WDM systems and 100 Gb/s transponders to global standards such as SDH and OTN, Europe has been at the forefront of optical communications R&D for many years.
Seven out of the top 20 network operators are headquartered in Europe while five out of the 10 largest optical equipment manufacturers have major R&D centres in Europe. By revenue, they represent more than 50% of the global optical equipment market. Two of the largest component manufacturers have operations in Europe and more than a hundred SMEs and universities provide complementary innovation on network, system, or component levels. Optical technologies leverage a telecommunication infrastructure market of 350 Billion EUR and impact more than 700,000 jobs in Europe [4-1].
Yet, innovation cycles are fast and competition is fierce. New research challenges require a continued effort to defend and strengthen Europe's leading position. 
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[bookmark: _Toc39842851]Flexible capacity scaling
The question of data traffic growth in optical networks comes up periodically in analyst discussions. A few years ago, it was claimed there was a slowdown in the pace, but these observations failed to notice that there was a massive transfer of data from public internet to the private intranets of cloud providers. Overall, the global data traffic has been doubling every 2-3 years over the past 15 years and it will continue to increase at an impressive rate.  Projections of future traffic predict required data rates of 10Tb/s for opto-electronic interfaces and over 1 Pb/s for optical fiber systems by 2024 [2]. Networks also need to provide headroom for unexpected traffic increases, as recently observed in Europe due to a health emergency condition in several EU member states.
The network evolution stumbles upon the most fundamental limits of physics which are: the Moore’s law on Silicon integration and Shannon’s limit on fiber capacity .  These limitations are already slowing capacity increase and will become gating items just a few years from now so urgent research efforts are necessary . There is a clear danger that a two-fold increase in the requested capacity will require doubling the amount of optical/electronic hardware. This will increase cost in a linear fashion and threaten future capacity growth. Obviously, disruptive approaches are now needed in optical networks in order to push Shannon’s and Moore’s limits out further. 
First, recent successful innovations will be exploited far beyond current status. It can be predicted that optical communications are moving to coherent transmission everywhere. Once viewed as prohibitively expensive, coherent technologies will massively expand from long-haul systems into all fields of optical communications: to support the new generations of wireless systems beyond 5G, to offer enhanced broadband access, to cope with the growth of inter data center communications, to make edge cloud a reality, and even to allow a new breed of intra-data center networks. Coherent is the most promising technology to bridge the gap which is caused by the Shannon limit, leveraging “shaped” modulation formats, flexible rates, and increased density WDM. Symbol rates in excess of 100 GBd, although they are challenging from technology point of view, are crucial to maintain the transportation per bit cost at the necessary levels to stimulate innovation.
Contemporary digital coherent technologies were essentially born in Europe in 2010 and Europe is in a good position if it continues to innovate at fast pace. A mutualisation of research efforts to establish and drive standards development is however required. We argue that a new flagship initiative “Open Coherent Communication Everywhere” tackling reach, capacity and cost considerations across all applications based on a common technological approach would be key in federating Europe's strengths. 
To expand network capacity beyond the Shannon’s and Moore’s limits, given by current fiber and integration technology, we need to exploit all dimensions in space and frequency, opening new optical wavelength bands and space division multiplexing. 
The exploitation of new wavelength bands will require advances in a multitude of technologies ranging from optical amplifiers, tailored to these new bands, to a large variety of opto-electronics devices and sub-systems; namely, tuneable lasers, optical multiplexers, couplers, optical mixers, photodiodes, wavelength selective switches and other optical switching solution. System design guidelines will also have to be revised and updated taking into account the new physical impairments which will undoubtedly come up in the new bands. Intensive research efforts are necessary along these lines. 
In parallel,  space division multiplexing must be investigated. This approach can offer significant capacity increase, either by multiplying fiber count in cables, or by introducing multicore or multimode fibers. Here again, new node and system architectures, new digital signal processing, new space division multiplexers, new switches, new optical amplifiers are needed along with the new fiber types needed. For space division multiplexing to become a cost-effective reality, a change of scale in component count per square millimetre will be required.
Any improvement in fiber bandwidth, attenuation, and nonlinearity directly impacts the capacity of optical fiber systems, and the fiber plant itself is still amenable to such improvements. In particular, hollow-core fibers promise both larger bandwidth (up to several hundreds of nm) and much lower latency (30% lower) compared with standard fibers, at the cost of a much higher attenuation, which limits the transmission distance. The attenuation of those fibers is expected to decrease in the next decade. In parallel, improvement of the attenuation in the C-band is still possible, for instance using pure silica core fibers, showing that innovations are still possible in this field.
Last, capacity can also be gained through margin reduction. Recent publications that a doubling of network capacity, or even more, is possible through careful margin reduction, which has been rendered possible by the availability of a wealth of monitoring data in new optical networks, as further explained in Section 4.5. However, one should be careful not to jeopardize reliability when reducing margins, as sufficient margin needs to be maintained for reliable network operation.
[bookmark: _Toc509414428][bookmark: _Toc39842852]New switching paradigms
Future applications, such as autonomous driving, augmented/virtual reality and augmented workspace, will severely change architecture and dynamism in optical networks. Both new network architectures with edge clouds close to the end user and centralized clouds with flexible distribution of network and application functions will be required. Cloudlets at the edges can be viewed as "data centers in a box", that can be flexibly deployed at the network edge to meet the capacity or latency constrains required by the applications.
The optical transport network then can be seen as a programmable network fabric that  dynamically provides slices of distributed network, compute and storage resources to applications and tenants. Of course, switching is a necessary ingredient. Switching can be accomplished on layer 0-3 depending on technology availability and service requirements and may cross multiple vendor or operator domains.  With the trend towards disaggregated switch platforms, multi-layer switching functions often need to be orchestrated across multiple platforms. Technologies such as software-defined WAN (SD-WAN) move intelligence to the end-points of a connection and can use multiple transport options in-between to optimise cost, performance and survivability.
Flexible coherent pluggable technologies for point-to-point and point-to-multipoint high-speed transmission will enable a tight integration with the packet layer. Novel white box solutions encompassing programmable packet forwarding technologies (e.g., P4, and its expected evolutions) and based on open node/network operating systems are needed for elastic networking, measurability, reliability, in-network operations, and embedded security of the packet-optical networks. 
Flexgrid technology on the optical layer allows the introduction of a spectrum-as-a-service model offering the opportunity for a flexible network slicing in the wavelength domain. An operation over multiple wavelength bands and spatial dimensions requires new switch and transponder architectures which have not been discussed in great detail yet. Some applications may require network resources only for a very short time. Consequently, approaches enabling a faster reconfiguration (<1ms) on the optical layer and taking into account concerns such as amplifier power transients need to be developed.
While optical switching in commercial applications has been limited to circuit switching so far, advances in photonics integration could allow optical flow or packet switching approaches to become practical, which were previously considered too costly or complex to implement. This opens up a range of new applications and use cases.
Research is required to investigate the benefits and drawbacks of different switch architectures on the network and application layers, to develop novel switching architectures and new routing protocols within, and to develop new semantic description and information models allowing the control of new devices by an SDN controller platform. 
[bookmark: _Toc509414429][bookmark: _Toc39842853]Deterministic networking
While the Internet mostly relies on a best effort traffic paradigm, the digitalization brings a multitude of applications in which reliability, latency and  signal quality need to be guaranteed (e.g. uRLLC = ultra-reliable low latency communication in 5G). Examples range from mobile fronthaul traffic over critical control applications in the vehicular and industrial space to high-resolution machine vision or augmented/virtual reality applications. Some of the most challenging requirements discussed today are <100µs latency (including fiber transmission which adds 5µs/km), <8ns timing error, and several tens of Gb/s throughput.
Networking assuring deterministic end-to-end performance is in the centre of attention that  includes, but is not limited to, controlled physical layer performance, guaranteed throughput of high-priority services, and upper bounds in QoS parameters such as latency and jitter. Typically, a precision timing solution is required to provide a time reference to all network nodes with sufficient accuracy. A central traffic management is desired to avoid an overbooking of the network and to be able to provide service-level assurance for the services running over the network. In addition, deterministic networking should also be revisited in the context of network and central office (CO) virtualisation. Research on how to achieve deterministic QoS targets while using function chaining over shared compute and network resources needs to be addressed. This includes study on hybrid use of electronic and optical switching as well as studies on the scalability of guaranteeing deterministic QoS for large number of flows/applications. . In such cases, also the physical layer requirements may have to be adapted, creating the need for the development of ultra-high speed, low latency, and low jitter physical layer implementations. This is especially challenging in shared bandwidth applications, such as access networks, where changes to scheduling, signalling, and synchronization may be required to fulfil the QoS requirements. A redundancy concept should ensure continued operation in case of an equipment or link failure. Some of the applications will have to run over a public network. In other scenarios private network builds are also possible or sometimes even required.
Multiple options and technologies are being debated in standards bodies such as ITU-T, IEEE, and IETF and range from OTN over FlexE to time-sensitive Ethernet or IP approaches. However, the picture is not clear yet and the achievable performance of different methods need further investigation. Further research is required to determine the optimal solution set for a diverse range of applications, to develop the necessary planning and provisioning tools as well as the means for service assurance and performance verification.

[bookmark: _Toc509414430][bookmark: _Toc39842854]Optical wireless integration
5G is deeply transforming the underlying transport network, due to several concurrent causes: the end-user capacity is increasing, the coverage of the mobile network becomes more dense, and a split architecture in the radio access network is introduced, where different functional splits between baseband and radio units are supported by the same transport network. The latter means that the traditional distinction between fronthaul and backhaul networks is blurred. Since it is impossible, for cost and operational reasons, to design dedicated networks for the considerable number of heterogeneous last-drop technologies, the adoption of a shared network infrastructure that makes use of common transmission and switching platforms is unavoidable. This is not a trivial task and will be the big network design challenge for several years from now. 
In principle, several candidate technologies exist for enabling the coexistence of fronthaul and backhaul networks. In practice, all require a redesign and a redefinition of their application space. For example, packet switching with new packet friendly fronthaul interfaces is likely to be implemented in scenarios where many users generate a low amount of traffic data each. However, the need to meet tight latency constraints (which can be as low as of 100 s) and deterministic delays across several packet switches may require the development of new framing, multiplexing and synchronization techniques that can guarantee the requirements of time-sensitive networking without losing the advantages of statistical multiplexing. The convergence of radio and fixed access, the necessity to support dedicated enterprise connections, and the transport of high bit-rate fronthaul signals corresponding to the low layer split options defined by the 3GPP will foster the adoption of interchangeable multi-layer switching platforms supporting various switching granularities that range from packet to time-slot and wavelength channel level. This will lead to a further level of convergence, where a layered control plane offers the ability to set up services in short time to operators, while being unaware and decoupled from the underlying transmission and switching technology. However, the current transport networks based on OTN and DWDM are, in some respects, inadequate to support the requirements posed by the new generation mobile systems. 
In the emerging  new “mobile transport network”,  where it is of particular concern to lower costs as well as to mitigate the jitter effects caused by complex justification mechanisms, the adoption of a  single time-division multiplexing hierarchy across all network segments (access, aggregation and the core) would be highly desirable . Moreover, 25 and 50 Gb/s channels, corresponding to low layer  radio functional split interfaces, should be multiplexed and transported in an efficient (i.e. with minimal overhead) and in a scalable way. At a physical layer, DWDM already has the aggregate capacity capable to support 5G broadband services in densely populated areas, scaling up to several hundreds of Gb/s/km2. However, breakthroughs in technology are still necessary to bring down the total cost of ownership, something that is seen as the necessary condition to justify the large-scale deployment of DWDM in x-haul (i.e. the network segment where mobile front- and backhaul as well as fixed-access transport converge). Examples of enabling technologies here are: cost-effective 50Gb/s (and beyond), optical interfaces with direct detection receivers capable of reaching distances up to 40km in the 1550nm window, possibly employing new modulation formats; tunable photonic integrated devices for compensating the chromatic dispersion; "lite" coherent transceivers with low DSP complexity as well as new technologies for developing cost-effective and compact optical amplifiers. A new generation of coherent transceivers and optical amplifiers would also allow to implement fronthaul networks exploiting broadcast-and-select DWDM Passive Optical Networks (PONs) architectures. Coherent technologies are key to compensate the attenuation of passive splitters in the optical distribution node, which is a key issue for bit-rates 25Gb/s and above. This scenario is of considerable importance as it enables the convergence of fixed access and fronthaul on PON fibre infrastructure which is capillary deployed, at least in big cities. For optical-wireless integration, however, additional modifications and developments on the physical layer in the PON might be necessary to achieve the high speed, low latency, and low jitter required for radio applications. 
Another technological breakthrough would be the design of “fully colorless” DWDM networks, namely networks based on port-agnostic devices which offer the advantage to greatly simplify network provisioning, with lower installation and operational costs. Fully colorless networks require both tunable transmitters and reconfigurable optical add-drop multiplexers (ROADMs). Although ROADMs are widely used in wide area DWDM networks, current Micro Electro-Mechanical Systems (MEMS) or Liquid Crystal on Silicon (LCoS) technologies can hardly scale down their cost enough to be applicable to an access network. Novel system-on-chip devices based on silicon photonics could potentially reduce the cost by two orders of magnitude. HThis would allow ROADM technology to spread beyond core and metro networks, also penetrating highly cost-sensitive markets like access, data center, and campus networks. Here, also power consumption will play an important role, requiring increased research efforts.
All aforementioned transport technologies deal with digital radio split interfaces.  Analogue Radio over Fiber (A-RoF) is a well-known alternative technology for the distribution of wireless signals: ideally, an A-RoF system acts as a mere medium converter, creating in optical fibre an exact copy of the radio signal on air, without further processing, with obvious benefits in terms of hardware complexity and power consumption. In practice, many performance issues remain to be solved before A-RoF can be deployed to the variety of scenarios where digital units are used today. Examples of challenges to be addressed by A-RoF systems are: noise mitigation techniques that compensate for the absence of equalization and forward error correction mechanisms implemented in digital systems; and linear modulation and photodetection devices to decrease the effects of high peak-to-average power ratios and inter-modulation in multi-carrier wireless systems. Those two aspects are especially critical in 5G, due to the high order modulation formats (256-QAM) and the high number of subcarriers (2048 OFDM) used in wireless systems. Furthermore, the introduction of millimetre waves necessitates  the development of linear devices with high signal bandwidth, up to 100 GHz. Centralized architectures, where the baseband processing unit is shared by a certain number of remotely placed radio units, meet operators’ plans for a reduction of the number of network nodes and consequent saving of operational costs, but pose further challenges due to the increased link budget and the accumulated chromatic dispersion caused by the higher distance between antenna unit and central office. 
Finally, it is important to define an end-to-end control system, able to manage the interface with the packet switched core network and to monitor the quality of service for the whole link, encompassing A-RoF and packet switches. For example, one of the issues brought about by massive densification of cells is the high traffic fluctuation they experience due to the lower number of users served. As new fronthaul technologies capable of adapting the transport data rate to the variable cell traffic(e.g., through functional split or variable-rate fronthaul) become available, the control plane needs to coordinate statistical multiplexing of the allocated resources across the wireless, access transport and central office domains, merging priority and best effort applications over the same shared infrastructure.
[bookmark: _Toc509414431][bookmark: _Toc39842855]  Optical network automation
Technological advances in optical networks, including an increased programmability and remote configurability at the device level, also require advances in network control, automation, and autonomicity. Software-defined optical networks (SDON) based on logically centralized control and management provide the basic capabilities for new operational paradigms. A centralized controller supports flexible multi-layer, multi-domain optical networks with tuneable wavelengths and variable modulation schemes. It also simplifies multi-vendor integration. Yet, autonomic transmission and networking area still in its infancy and need further investigation.
SDN principles such as centralized deployments, unified data modeling frameworks, and open Application Programming Interfaces (APIs) allow an easier integration with Operation/Business Support Systems (OSS/BSS). They also facilitate an improved connection to billing systems and flexible pricing schemes offering new revenue streams for network operators. Smart contracts may then pave the way to dynamic, programmable end-to-end connectivity on an international scale.
The industry is slowly converging on a common approach to device information and data modelling. First initiatives mainly cover low-level optical systems and devices such as transceivers, open line systems and ROADMs. They aim at vendor-independent models easing network control particularly in so-called disaggregated deployments, where individual network components can stem from different vendors. Activities should cover other aspects related to network operation as well, topology and inventory management or service description for example. This requires a gap analysis of current modeling languages, an identification of shortcomings and limitations, as well as extensions where necessary. Any research and development should be carried out with subsequent standardization in mind, avoiding the complexity of having multiple, often overlapping and incompatible models, frameworks and languages. It also involves finding a balance between de facto and de jure standards, combining the outcomes of Standards Developing Organizations (SDOs) and Open Source projects (OSPs). SDOs follow a pre-defined multi-year workplan, whereas OSPs typically adopt an agile software development approach that is based on frequent releases and a continuous integration/continuous deployment (CI/CD) model.
Control and management solutions have often been monolithic, vendor-dependent and strongly coupled to the underlying infrastructure. Evolving operator requirements, market pressure, and the general trend to softwarization drive disaggregation also at the software level. Monolithic software is being replaced by a micro-services architecture, in which service chains can be composed of reusable functional elements with standardized interfaces and allocated depending on the actual needs.
Smart connectivity in the context of NGI requires additional solutions and innovations for optical network automation beyond simple programmability. Global reach and optimized local service delivery capabilities need to be combined in highly flexible and granular ways and should be available on-demand for integration with web-based software and IoT platforms.
Intent-based zero-touch provisioning of network services is a precondition for smart connectivity. It is also an enabler for increased network resilience and higher levels of cybersecurity. Intelligence in optical network nodes will i) facilitate a faster detection of degradations and security issues; ii) create a hierarchal incident management system that is far more robust that its centralized counterpart; and iii) foster autonomous network control based on advanced Artificial intelligence (AI) and Machine Learning (ML) techniques. All this together can potentially bring network resilience to unprecedented levels.
The advances in optical transmission and switching technology create new challenges for network automation and autonomicity. Spatial division multiplex (SDM) introduces an additional dimension of flexibility in routing and spectrum allocation. Margin-optimized transmission to maximize the fibre capacity requires dynamic re-routing and network re-optimization in case of performance degradation, e.g. due to aging effects or additional loss after fibre repairs.
The complexity of the underlying optical technology, resulting in a large number of interdependent configuration parameters, requires cognitive networks powered by streaming telemetry, real-time network measurements, AI and ML. Optical devices can potentially produce a huge amount of operational and monitoring data. For example, coherent transponders inherently provide monitoring and sensing capabilities. Operators are eager to process and use such data in search for efficiency gains in network operation and automation. The realization requires flexible architectures and protocols for streaming telemetry, as it is commonly accepted that current methods are limited in encoding efficiency, overhead and sampling rate. Consensus needs to be reached on which parameters are key indicators, so that common procedures and algorithms can be applied in heterogeneous scenarios. It is also worth mentioning that telemetry does not only rely on retrieving data from one (or multiple) monitoring points, but also involves measurements at network level, potentially requiring active network probes and joint processing of data measured at different places and times (spatial and temporal diversity). The design of such probes can also be a challenge, since it is well known that it must not be service affecting or consuming an excessive amount of resources. As mentioned in Section 4.1, monitoring information can be leveraged to reduce network margins, especially during operation, through continuous re-optimization. However, just as active probes should not disturb existing services, margin reduction and continuous network re-optimization should not jeopardize network stability. Continuous monitoring may help here.
Coherent transponders provide inherent monitoring and sensing capabilities on a per-connection level. Since there are multiple sources of transmission impairments in an optical network, there is a need to advance the development of cost-effective optical performance monitoring probes that i) can be widely deployed; ii) are agnostic to optical signal waveforms; iii) provide suitable figures of merit (e.g. OSNR, power density, spectral occupancy); and iv) are non-intrusive. Different transmission parameters can then be monitored in real-time and combined to assess the performance of each signal/data stream and its evolution along a given optical network path.
Streaming telemetry and continuous performance monitoring provides the data for AI and ML. Using model-based approaches and statistical analytics, SDN controller can observe the network behavior, analyze the performance, detect anomalies, and autonomously act and re-configure and optimize the network. However, the simplistic approach of “throwing” some machine learning algorithms on a large set of data will not achieve this goal. To fully utilize the expertise from big data analytics generally available, dedicated research activities for data curation and analytics, machine learning and artificial intelligence in optical networks are required.
Given the support that the optical infrastructure provides to 5G-based services, optical performance monitoring and analytics based on such data are critical to understand the base-line performance of such upper layer services.
[bookmark: _Toc509414432][bookmark: _Toc39842856]Security for mission critical services
The ever-increasing interconnectedness not only of people but also of devices starting from huge power plants down to billions of IoT devices like sensors or appliances does not only increase the dependence on the network infrastructure but also expand the threat surface and therefore the vulnerability of every individual and of the society as a whole. Important threats do not only include hacking and espionage, but also network outages due to natural catastrophes as well as terrorism and sabotage targeting critical infrastructure. Therefore, it is getting more important to better safeguard our network infrastructure against data leakage and unexpected service outages.
A signal on an optical fiber can be tapped once the physical access to the fiber is available. At this point, the data of millions of users and billions of applications is exposed to theft and manipulation. Therefore, authenticity, privacy and data integrity is essential and needs to be kept at a level playing field with increasing threat scenarios, e.g. by allowing for crypto-agility. Improvements need to consider quantum-safe solutions for authenticating the communication partners, for protecting the data against tampering and for exchanging secret keys by employing post-quantum cryptography or secure quantum communication, e.g. quantum key distribution. Also, novel research directions like physical layer security for optical networks should be explored.
Adding redundancy is the conventional, but also expensive way to improve the reliability and resilience of networks. Solutions for low cost and low power implementation of redundancy solutions (e.g. high radix optical switches) should be studied. Alternative concepts, that are high on the research agenda today, are increased flexibility, massive monitoring and software control of optical networks. Especially the monitoring of optical distribution networks like passive optical networks should be improved, which is especially difficult due to their passive implementation. Based on the data generated by the monitoring solutions, data processing (e.g. by means of ML methods) can help to detect upcoming problems early and counteract them in advance with the available flexibility. It should be possible to employ this functionality beyond the borders of a single networking domain.
The higher flexibility of optical networks, enabled through software controlled network elements (software defined networking, SDN), also increases the vulnerability of such networks to various kind of attacks and therefore security and resilience aspects need to be part of the concepts from the beginning (including both the hardware and software layers of the network). More generally, the design of network equipment needs to employ modern security and reliability paradigms (security by design) and apply modern software technology to foster efficient and secure implementation of increasingly complex network elements.
[bookmark: _Toc509414433][bookmark: _Toc39842857]Ultra-high energy efficiency
With data center traffic consuming nearly 2% of all electricity used today and the share of communications technology in overall world energy consumption steadily growing over the last decade, there is an urgent need for a paradigm shift to greener ICT technology.
Increasing use of optical technologies within the IT and communications industries is one key opportunity to limit the increasing energy consumption against the massive growth of overall data capacity that networks and datacenters are handling. Since light can travel vast distances through fibres, fibre optics consumes only a fraction of the energy used by conventional technology that transports electrons via copper wires.
This means that higher reach and higher capacity interfaces can significantly reduce the energy consumption of networks as they reduce the number of optical interfaces and regenerations needed.
Also, the inherently low power consumption of optics can be directly used to reduce power consumption overall, if optical functions replace more power hungry electronics, e.g.:
· Functions may be turned off or switched into a low power mode if not in use
· Electronic processing can be bypassed more frequently through new control mechanisms that optimize traffic flows across network layers, particularly if combined with optical space and wavelength switching.
· Optical switching, in particular circuit switching, can replace and/or complement electronic switch functions and save power by eliminating O/E/O conversion points, provided enough link budget is available.
· Electronic interfaces of modern communications ICs are a strong driver of power consumption. Ways to replace those interfaces by lower power optical interfaces that are integrated or co-packaged with those ICs can reduce power consumption substantially.
· The further drive to higher capacities and interface speeds per electronic chip will make optical communication within chips as well as chip-to-chip a future necessity. 
[bookmark: _Toc509414434][bookmark: _Toc39842858]Optical integration 2.0
Two developments require progress in the field of optical and electronic integration: Advances in electronic integration follow Moore’s law and, on one side, lead to increased throughput requirements of electronic ICs on or between printed circuit boards (PCBs). Packaging and I/O limitations will require a transition from electronic to optical chip interconnects when further scaling up electronic processing capabilities. Silicon-compatible, compact and low power datacom transceivers are required to facilitate an integration into next-generation multi-chip switch and processor modules. On the other side, increased data traffic in optical transport networks will require more and more high-speed optical interfaces, when exploiting higher network capacities enabled by wavelength and spatial multiplexing. To avoid scaling of cost and power consumption with the exponentially increasing data traffic, the development of standardized components for future spectral and spatial unit cells are required [4-2].
Both use cases point to Silicon Photonics (SiPh) as base platform, enabling to adopt Silicon mass-manufacturing processes for optical applications. Also, standard electronic packaging technologies can be leveraged, eliminating the need for expensive gold boxes and special assembly processes. Known as a low-cost platform for non-hermetic and high-temperature operation, Silicon provides good passive optical properties for routing, modulation and detection of light. It is also a natural fit for integrating RF electronics into this platform to drive and controlling the optical SiPh functions. It needs to be mentioned, however, that while Moore’s scaling of electronic memory and processors yields ever smaller structures in Silicon, this miniaturization is not feasible for optical components, where the telecommunication wavelengths on the order of a micro meter pose a limit on the structure sizes. Further integration of photonic and digital processing functions will require scale adaptation. What is more, the level of photonic integration needs to be scaled up substantially to meet the demand of next-generation optical networking equipment.
Work is also required to enable active functionality, like lasing or amplification, into SiPh platforms. Initial steps have been taken to integrate and structure III-V materials (e.g. Indium-Phosphide) into Silicon substrate as well as other passive materials (e.g. Silicon Nitride). Yet, it is crucial that such integration can be accomplished at wafer scale and without sacrificing the benefits of the silicon platform which are coolerless, non-hermetic and high temperature operation.
Moving to higher channel bandwidths, further performance gains are necessary and can be achieved by adding organic materials into the Silicon platform, providing potentially very high optical coefficients and reducing the required driving power [4-3]. This will ultimately be beneficial for the integration of optical functionalities on every size scale.
Advances in photonic integration will pave the way for a raft of new IT and networking devices in which optical, RF and digital electronic functions can be combined, e.g. in multi-chip modules (MCM) comprising highly integrated CMOS dies and high-speed optical engine chiplets on the same package substrate. Appropriate package design will be required to allow a reflow soldering of these components under standard process conditions.
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7. [bookmark: _Toc37227260][bookmark: _Toc39842859][bookmark: _Toc511140316]Edge Computing and Meta-data

The edges of the Internet are quickly changing, and becoming even more heterogeneous, not just in terms of devices (personal devices; industrial IoT devices; autonomous vehicles; low-orbit smart satellites), but also in terms of services, data sources, and data volumes. The computation of large-scale heterogeneous and distributed sets of data brings in additional requirements that today’s Cloud computing cannot fully serve. Specifically, while traditional Cloud is already supporting the use of smart devices within the context of the Internet of Things, the interconnected number of active Internet devices, most of which mobile, is expected to rise until 75 billion[footnoteRef:24] in 2025. The ever-increasing computational power of these devices provides a great potential to keep part of the data processing tasks running “on the Edge of the Internet”. Gartner estimated that by 2022 more than 50% of enterprise-generated data will be created and processed outside the Cloud[footnoteRef:25]. [24:  https://www.statista.com/statistics/471264/iot-number-of-connected-devices-worldwide/]  [25:  https://www.gartner.com/en/newsroom/press-releases/2018-12-03-gartner-says-the-future-of-it-infrastructure-is-always-on-always- available-everywher] 

Additionally, scenarios such as Industrial IoT are bringing in larger and more complex sets of data that, if pushed to the Cloud, may lead to performance degradation, increased costs (financial, computational and in terms of resources such as memory, energy) or to other issues related to privacy, efficiency or reliability. The rise of IoT has also significant impact in data centers load, where it is estimated that barely a 10% of the data received is useful  [7-1].
Adding to this aspect is the application of virtualization techniques. There is a rise in the decentralisation of Internet services, which today are being offered under multiple models, e.g., Software as a Service (SaaS), Container as a Service (CaaS) or Function as a Service (FaaS). These flavors provide the support for decentralised applications and data centres, which in the future will be scattered across the Cloud and Edge. Note that this higher distribution and lower size will also imply higher costs and lower efficiency, and it is estimated that Data Centres’ energy requirements will increase from current 2% to up to an 8% of worldwide electricity consumption in 2030. Moreover, Fog/Edge Computing and Mobile Edge Computing are expected to provide a highly distributed computing environment where the applications, services, or data processing are executed in the close proximity to consumers, in order to reduce latency when accessing subscribed resources. 
With the further decentralisation of Internet services, the notion of Edge is becoming more flexible. This trend is occurring on both consumer and industrial domains. For instance, in consumer domains one can consider the case of solutions that assist the end-user in her daily routine, e.g., vertical markets of Smart Home, Smart Health, etc. In this context, applications and services consider more and more aspects derived from daily roaming or even from personal habits. It is feasible to consider, for instance, that personal assistant software in smartphones can be extended to be able to interact with other (allowed) applications, as well as with other devices along cities, countries crossed by users. In such case, vehicles themselves become part of the network, and functions such as traffic offloading can occur in a way that is derived from the integration of machine learning aspects to perform, for instance, mobility anticipation. 
In industrial domains, Edge computing is also covering more flexible notions to reach a higher degree of automation to support decentralised computing across the Edge and the Cloud, for instance. Consequently, the underlying networks will have to deal with a huge amount of data from the Edge generated by users, machines and sensors. Cisco estimates that 850 ZB of data are expected to be generated at the Edge by 2021 [7-1]. The management of this data, based on traditional, centralized Cloud approaches, will create problems and increase costs and energy consumption [7-2]. In fact, moving and processing all the data will require massive and highly performing infrastructures, e.g., high speed connections, or large data centres for storage and computation. 
The booming of AI services, and of decentralised AI services, will further exacerbate the problem. With the recent advances in hardware that allow to run deep neural networks, deep learning-based solutions are expected to be massively adopted in many services, e.g., to enrich people’s lifestyle awareness, to improve human productivity or to enhance social efficiency, among others. However, training a single complex AI model may lead to an equivalent carbon footprint of 284 tonnes, i.e., five times the lifetime emissions of an average car [7-3]. Therefore, it will be important to concentrate the effort of both industry and academia to promote research and development of more computationally efficient algorithms. In this context, there are two main aspects to consider within the umbrella known as “Edge AI” or “Edge Intelligence” [7-4]: i) AI for the Edge; ii) AI on the Edge. The physical proximity of such huge amount of data jointly with the availability of computing resources in the Edge, fosters the idea that AI will be possibly executed, mostly, directly in the Edge.
On the one hand, AI for the Edge concerns solutions for the optimization problems in Edge computing, recurring to effective AI methods. The power of AI can be used, also, for solving the resource optimization problems of Edge computing and of networking management in general.
On the other hand, AI on the Edge concerns the use of AI algorithms on Edge services, as it is the case with the widely and increasingly popular federated learning [7-5]. Of relevance here is the fact that Edge AI needs to consider how to run AI models on constrained devices and how to integrate synergies from end-user/field-devices up to the Cloud. These and other solutions for performing distributed model training on the Edge should be further studied to evaluate their pros and cons for different service and network requirements. Examples are Knowledge Transfer Learning, Gradient Compression, DNN Splitting, and Gossip Training. Similarly, for behaviour inference, there are today several solutions available in related literature; however, it is not yet clear how to apply such solutions from an Edge computing ecosystem perspective. Specifically, which might be their application according to specific service requirements (which are usually constrained, for instance, by hardware and by network requirements, such as mobility management).
The capability to assist in performing more complex validation, storing, and forwarding, in a way that complements the Cloud operations, implies also that an evolutionary step has to be taken in regards to the infrastructure technology that supports the Edge-Cloud computing continuum. In this context, container solutions, such as Docker[footnoteRef:26] and the orchestration counterpart, e.g., Kubernetes[footnoteRef:27], bring in relevant advantages in regards to computation isolation and portability. Containers run on top of physical or virtual devices sharing the host kernel, thus leading to what is also known as “OS-level virtualization”. In comparison to VMs, containers provide a lightweight and agile solution to hold the Edge workload. The containerized Edge is already here, in particular considering applications such as distributed AI analytics platforms, IoT edge solutions, augmented reality.  [26:  https://www.docker.com/resources/what-container.]  [27:  https://kubernetes.io/] 

There are, however, aspects that still need to be researched. A major gap in this context concerns an automated management of different clusters of containers across the Cloud and the Edge, i.e., to further enhance the management of CaaS solutions. Here, aspects such as the integration of AI to improve the degree of automation should be considered. Another gap concerns the need to further research the feasibility of deploying containers in embedded devices. For this case, there is the need to address both the container technology as well as the management of containers assuming constrained devices and mobility of devices. A third gap to address in this aspect concerns a secure design for the containerized Edge, not just in terms of data privacy, but also in terms of channel security.
· Summarising, Edge Computing is essential to handle the high volumes of complex data being currently produced at the Edge, derived from IoT industrial and consumer environments, and which are today essential to provide adequate estimations of the different aspects of services and network operation. By keeping the data and its processing whenever feasible closer to the data sources, Edge Computing provides several benefits: lower computational, energy and memory requirements, as well as lower latency and improved security, derived from measures of proximity to data sources. It is envisioned that the data processing can be provided based on decentralised AI platforms that rely on resource-constrained hardware.

6. [bookmark: _Toc39071522][bookmark: _Toc37177694][bookmark: _Toc39842860]
[bookmark: _Toc39842861]Use cases
Flexible industry, IIoT: IIoT integrates highly heterogeneous and dense IoT environments, often comprising several mobile devices. For instance, it may be necessary to speed up on-boarding of a large number of heterogeneous IoT devices. Moreover, applications for remote maintenance, local verification are also becoming common and rely on smart mobile devices, such as smartphones or rugged devices, thus requiring cellular/wireless support [7-7]. IIoT systems are currently becoming more distributed and container-based. The possibility of automating the deployment of IIoT systems across Edge-Cloud is particularly relevant for software intensive solutions, such as AI platforms. Ideally, parts of distributed applications which benefit from being computed and stored closer to the data source (e.g., due to service criticality, or security aspects) can be articulated with other application components that reside on the Cloud. 
IIoT scenarios that comprise a future perspective are provided by the IEEE, where traditional OT environments, such as a metal shop-floor, mechanical assembly sites for automotive plants, logistics warehouse sites are addressed in terms of future requirements [7-7]. In addition to these environments, it is relevant to consider new scenarios where computation is also based on the devices of workers (end-users), eventually considering also interconnection to new types of mobile Edges, such as Autonomous Ground Vehicles (AGVs), or event smart satellites. For future deployments it is relevant to consider industrial environments (e.g., shop-floors, industrial plants) based on wireless/wired infrastructures, and where traffic can be split at least into periodic traffic (Best Effort); time-sensitive, event-driven traffic (e.g., alarms); time-sensitive critical traffic (e.g., remote control traffic). Then, it is also relevant to consider scenarios where AR is integrated. For instance, consider handling video distribution on the Edge. Another category of relevant Industrial scenarios for IIoT concerns connected environments, for instance, warehouses integrating Automated Guided Vehicles (AGVs) or Autonomous Mobile Robots (AMRs). Today, most of these devices can communicate via wireless to a specific control system, some of which run in the Cloud. These are indoor environments where the communication between AGVs and an accurate scheduling in terms of task management. For future environments it can be envisioned that the AGVs and AMRs may be themselves Edge devices integrating direct communication in a cooperative and self-organizing way. 
Nowadays, the extreme pervasiveness of the smart mobile devices within the urban population together with the ubiquitous coverage of the mobile telecommunication systems may be employed to monitor large metropolitan areas. An interesting example is represented by the detection of critical urban anomalies, such as unexpected crowd gathering in metropolitan areas (e.g., concerts, football matches, traffic jam). This can be achieved through the collection of information that the different network elements (e.g., base stations, mobile terminals) are exchanging over time, in a totally anonymous fashion for the connected users [7-20]. More accurate detection and sophisticated events may be considered when including heterogeneous sources of data, e.g., from sensors in the street furniture.
Smart cities typically combine use cases from the Consumer IoT, Enterprise IoT and the Industrial IoT domains. In the future, several smart city applications will mostly be cross-domain, meaning the data generated by a given deployment can be used multiple times by a number of applications. Advances in public safety also call for connecting public safety ICT infrastructure with smart city IoT infrastructure to automate emergency handling and enhance the safety of the citizens. Drivers calling for processing the data at the edge are related to data security, avoiding network overload and reducing latency. Examples of use cases include:
· Safety and security using video analytics at the edge: Video analytics will play an important role in several smart city use cases. These include crowd monitoring, intrusion detection, traffic monitoring, surveillance, tracking in urban spaces, etc. With an increasing number of video sources, processing the data in central clouds will not scale meaning the use of high-density edge cloud capabilities will be key to provide near real time video analytics addressing requirements from a multitude of applications.
· Autonomous driving and cooperative ITS: The Society for Automotive Engineering (SAE) defined several levels leading to fully automated driving. There’s a common consensus that reaching the highest levels of automation will call for connectivity and a high degree of cooperation between vehicles on one side and a highly digitized transportation infrastructure (in particular within smart cities), one that supports high throughput and low latency communications thanks to edge computing. Some advanced autonomous driving use cases may even require highly distributed edge computing capabilities. 
· Micro energy grid and the role of AI at the edge: microgrids  will play an important role in the energy transition and carbon neutral smart cities. Because of their distributed nature, microgrids call for data processing at the edge where AI can play a role in solving challenges such as predicting demand, generation and leading to insights for energy efficiency and flexibility management.
There is a huge demand globally for software that can run aboard some 50 000 vessels in the world merchant fleet. The IMO 2020 Sulphur Limit reduces globally the sulphur cap on marine fuels to 0.5%, which significantly increases the unit cost of fuel, and demands more advanced monitoring and optimization of the entire voyage of vessels to increase the fuel efficiency. While a lot of ship services and ship management aspects can be supported from shore, there is also a lot of activity going on at the ships while they are at sea. For energy efficiency and maintenance optimization, monitoring the vessel during voyage is absolutely essential. Some of these ships have limited and expensive Internet connectivity while at sea, but most of them none at all. This means that any applications aimed at supporting the ship operations during voyage cannot rely on cloud-based software alone, but rather be operated at the vessel itself - the edge.
The key objective is to revolutionize the transfer of people and goods. There can be an optimization, in terms of various important aspects, like, e.g.: delay of transfer, reliability, safety, footprint on the environment. In order to accomplish the key objective there is need for systems that will, in terms of input, ingest, process and exploit diverse inputs. These inputs can refer to aspects like the road traffic, the environment conditions, the requirements of passengers and goods, policy aspects, etc.
The output of the needed systems 
From the technology standpoint there is a playground that will combine IoT, advanced connectivity (especially, 5G with its capabilities and embedded intelligence, in order to quickly/reliably transferring vast amounts of data), AI mechanisms, and advanced applications.
The above pave the way for new business roles, which, for instance, will deliver and exploit the needed mechanisms.
Autonomous and Hyper-connected On-demand Urban Public Transportation
Millions of people move every day in big cities which are getting more and more crowded. That is why traffic congestion is becoming a critical problem in many of them, making people waste their time being behind the wheel of a car and being exposed to traffic security risks. Future cities will need to free up space for people and at the same time offer more agile on-demand mobility services in order to combat the traffic congestion and have sustainable cities.
On-demand smart mobility services can be achieved on one hand by providing a single platform for combining all mobility options and presenting them to the customers in a simple and integrated manner, that is, easy access to the most appropriate transport services being included in a bundle of flexible travel options, shifting from the provision of urban transport networks (i.e. buses, trams, trains) to what people require on-demand[footnoteRef:28]. That will be translated in door-to-door mobility by highly automated chains of different means of transport.  However, according to TMForum[footnoteRef:29] on-demand services have not yet achieved a real-time 360-degree view of the customers. It is not only a matter of having enough data but there is the need to further leverage on intelligence in a way that not only provides actionable insights, but also complies with regulatory governance about security. If CSPs fail to build the necessary intelligence in their OSS/BSS, their networks will be unable to keep up with the speed and volume of changes required. By using AI, it is expected to unravel the complexity of travel patterns and identify how to reduce the social and environmental costs of transport systems. [28:  The real-time city: Unlocking the potential of smart mobility. Hussein Dia. Centre of Sustainable Infrastructure-Swinburne University of Technology Melbourne. Nov’16.]  [29:  5G: Evolution and Revolution. TMForum. April’19] 

On the other hand, autonomous vehicles, enabled by the reliability brought by 5G, will have a key impact on transport urban life, though they will not be yet a complete reality even by 2020, since they will be requiring more reliable, robust and extended wireless networks[footnoteRef:30]. By combining ride sharing with car sharing in autonomous vehicles, it may be possible to meet people’s need for travel with much fewer vehicles. [30:  5G and connected vehicles: communication and cooperation. Orange – Hello Future research blog 2019] 

But more importantly, traffic management is expected to be highly improved by means of connected vehicles interacting with their environment (V2X), in a higher degree as long as more sensors and intelligence are onboard connected smart public transportation vehicles, so it will be possible to collect more accurate real-time information, to know precisely which parts of the city are becoming congested. Each vehicle, e.g. shuttle service bus, would be acting as a smart object equipped with a powerful multi-sensor platform, computing units, IP-based connectivity, and big amount of data management capabilities[footnoteRef:31]. Applications onboard of connected public buses will have to manage real time traffic congestion information received from the numerous sensors in the environment and plan automatically in advance alternative routes, continuously updating information based on predictive data analytics tools. Also novel and scalable cyber-security solutions will be needed to manage millions of connected objects and automotive sensors[footnoteRef:32]. [31:  Impact-Mobility, Report: Mobility Data Marketplaces and Integrating Mobility into the Data Economy. Jun 2019]  [32:  Atos secures communications in connected vehicles. Jan 2019.] 

These hyper-connected autonomous vehicles will allow passengers to travel carelessly about the traffic (no need of consultation about traffic status or alternatives routes or their safety), which will have a direct impact in the increasing use of public transportation, and will contribute to the following key current societal challenges:
· decrease traffic congestion and passengers idling, which is translated into additional productivity and quality-of-life improvements.
· public vehicles will be transporting more people at a time, increasing road capacity, while providing significant energy savings.
· reduce time to reach travelers’ destinations fomenting mobility which can turn in boosting social interactions and economic activities.
Physical Internet Transportation is, in general, inefficient. The volume of air transported, meaning empty containers in maritime shipping, empty or partially empty trucks in the roads or trains not running at full load, is significant. Initiatives like the Physical Internet aim to solve this problem in the long run, having set some of their goals in the far 2050, by devising new strategies to improve transportation. Two of the key fields of improvement are stakeholder digitization and collaboration. Digitization will imply, among others, converting truck fleets, trains or vessels into moving cyber-physical systems, continuously reporting their state, expected times of arrival or delays, information related to the goods they transport, etc. Stakeholder collaboration will bring in other issues. First, the creation of logistic hubs used by multiple companies, to increase efficiency of transportation. These hubs will need to communicate to the mobile transports travelling between them. Bearing in mind that these transports belong to different owners, aspects like security and privacy will have a key role. Second, these hubs, which will play a fog-like role in this transportation continuum system, will require synchronization, to coordinate and synchronize transportation means between them, will require almost real time analytics and edge AI to perform stock management, considering already stored items, arriving and departing ones, optimizing the distribution of cargo across these means to optimize their occupation and solve these problems minimizing delays and costs for end users. The number of mobile edge nodes, i.e., transport means, the number of companies and hubs conforming an aggregation layer, with the uncertainties affecting transportation and forcing re-computation to optimize it, making an efficient use of the scarce available computing resources, while preserving privacy and security in a multi-owner environment will make of the Physical Internet an exciting and challenging scenario for edge and fog computing in the upcoming years.
[bookmark: _Toc8289561][bookmark: _Toc14247771]Smart Water and Energy Management
Energy systems are, like water supply systems of crucial importance to society. But more than the latter is the energy sector in a complete transformation because of the introduction of renewable energy sources, the transition to many decentralised (solar and wind) energy sources, energy buffering and storage provisions, supply and demand optimisation with information systems, dynamic bidirectional networks and  the trend towards a prosumer market with dynamic pricing. This forms the rationale to address many new use cases in this domain, including e.g. large-scale charging of electric vehicles.
A future smart grid, optimising supply and demand, managing energy flows between millions of nodes, dynamic pricing and transactions, anticipating weather and behaviours of consumers, in a sustainable way with a high level of integrity, security and resilience, is simply not possible without AI based on high quality IoT, networks and data.
Progress is required in many areas, including intelligent end-nodes (edge) systems for supply, demand and storage of energy, in sensing and sensing data, in local and global real time communication networks serving a smart grid, in micro-payment platforms to support the prosumer energy market, in establishing a data market to optimise our overall energy generation and consumption, in security systems, and in predictive modelling systems with AI.
The value of water and energy, for our lives/society and for the economy, is immense. In this respect, there is constant technical progress, but also huge challenges to be addressed.
For instance, water networks have to work on aspects like the predictive maintenance of the infrastructure, at various time scales, the optimization of the water quality, the optimization of the various usages (e.g., reduction of leakages, targeted irrigations, exploitation of recycling, etc.).
Likewise, it is acknowledged that energy networks, despite the progress that they have achieved (e.g., introduction of renewables, enhanced robustness, etc.), need to progress way further. Especially, the use of renewables will need to be maximized, the robustness should reach levels that are at higher orders of magnitude compared to today, new use cases (e.g., electric vehicles) should be efficiently addressed.
Relevant technology is already being developed in the direction above. Exciting times lie ahead, as there are further steps that need to be taken for realizing the visions.
Smart Farming
The farming industry has already started its digital transformation as a key element for ensuring long-term sustainability through more efficient production, lower environmental footprint and higher resiliency of the food value chain. 
Traditional machines like tractors and harvesters are evolving towards autonomous, driverless systems. There is also an increasing trend in smaller autonomous robots (both in the ground and in the air, such as UAVs), some of them cooperating with human workers, to make more efficient and safe all kind of harvesting tasks, analysis of the field parameters, application of phytosanitary products, etc.    
The farming industry requires greater scale allied with a more granular approach in sensing, monitoring and actuation, in such a way that the data provided can also support “digital twinning” in production, employing AI to deliver state-of-the-art virtualization of farm and food chains, extending the digital twin concept to “living objects” (crops, animals) and with more granular models.
Technical progress will be required, for example, in low-latency, reliable communications and supporting autonomous decision making at the edge, based on embedded AI and low cost (CAPEX and OPEX) devices, with autonomous low power operations over long periods and massive machine-to-machine (M2M) communication at low data rates.
[bookmark: _Toc39071524][bookmark: _Toc37177696][bookmark: _Toc39842862]Enablers and challenges

[bookmark: _Toc39071525][bookmark: _Toc37177697][bookmark: _Toc39842863]ETSI MEC evolution
ETSI MEC is the leading effort for the standardization of edge computing at a European level, with more than 100 members participating in the industry study group. ETSI MEC specifications are currently in a mature state, with release 2 having been recently published, and they include a reference architecture and a set of application-agnostic and vendor-neutral interfaces. The latter have been defined with a modern approach, following a REST paradigm and adhering to the OpenAPI specifications (https://www.openapis.org), which makes it possible to automatize code development and interoperability testing. Initially intended for mobile broadband systems only, the ETSI MEC is now multi-access and it also supports fixed access, WLANs, and IoT gateways.
It is expected that ETSI MEC will evolve in two orthogonal directions: internally, by increasing the number of MEC services supported (a MEC service is offered from the telco operator to the third-party applications hosted on edge nodes) and fostering a collaborative environment for the adoption of the standard (via hackathons, testing suites, open source emulators, etc.); and, externally by influencing the design and realization of edge computing solutions through liaisons and joint activities. The latter is considered of particular relevance, because the edge technologies today are highly fragmented, and it is unlikely that the telco industry will converge towards a single solution universally adopted. Noteworthy examples of open source frameworks with relationship with ETSI MEC are OpenNESS (https://www.openness.org) and Akraino Edge Stack (https://www.lfedge.org/projects/akraino), which are toolkits for the deployment of cloud services on edge premises.
Moreover, the evolution of ETSI MEC is tightly bound to advancements in other communication standards. The 3GPP 5G specifications introduced a Service-Based Architecture (SBA) [7-21], which supports flexible procedures to offer and consume services, both third-party applications and network functions. As far as the latter are concerned, i.e., network functions, the transition of MNOs to Virtualized Network Functions (VNFs) is in a mature phase, and it is covered by dedicated standardization efforts, championed in Europe by ETSI NFV. Within ETSI MEC there are ongoing studies on the integration with both the 5G SBA (GR MEC 031) and ETSI NFV (GR MEC 017), hence we can expect in the next years a full convergence towards a modern architecture for both core and edge networks, relying on technologies that are already widely adopted in cloud and service infrastructures, e.g., from the Cloud Native Computing Foundation (https://www.cnfc.io/). Realizing this vision will require concerted efforts at R&D level in several areas, especially to support use cases with a very high economic impact but specific requirements, such as IoT [7-22] or connected vehicle [7-23] applications, and to facilitate a seamless integration with other emerging technology trends, such as network slicing [7-24], containerization [7-25], and serverless computing [7-26]. Overall, an open European approach, founded on an open and collaborative ecosystem, can provide a realistic opportunity to compete with commercial offers for edge computing from US OTT players, e.g., Microsoft Azure Edge Zone or Amazon AWS Wavelength. 
[bookmark: _Toc39071526][bookmark: _Toc37177698][bookmark: _Toc39842864]NFV, SDN, orchestration
Several technological trends will affect protocol development. These include ultra-low latency end-to-end communication, capacity of access links and diversification of infrastructure for underlying 5G networks (e.g., Visible Light Communication links, mm-wave links, new WiFi standards). At the same time, Internet communication patterns are changing, and increased flexibility of in-network devices and networking software in end-hosts is becoming the new norm. Security, privacy and trust have also moved from being an afterthought in the design of new communication protocols to an absolute necessity in the face of an evolving cyber threat landscape. Several of these trends conflict with the traditional layering in the Internet and TCP/IP protocols. Some developments that partially address these issues have surfaced, such as Information Centric Networking (ICN). Mainly US industry has been developing methods to improve performance, security and flexibility of the Internet’s transport layer but it is unclear whether these point solutions will satisfy the needs of upcoming and future applications, and be suitable for 5G network technologies and beyond. Greater flexibility in end systems and inside the network is a necessity, and Internet transport protocols will have to be exchangeable at run time. Improved interplay between applications and the underlying network will also be necessary. AI/ML and data analytics will be key drivers of self-adaptation and self-management, but such solutions are still in their infancy and require focused research efforts.
Energy consumption will likely return among the main concerns in this framework. The increasing use of general-purpose hardware to implement virtual network functions chains and of federated compute elements to perform complex computational tasks in the edge or in cooperation between edge and cloud needs energy efficiency to be accounted for in conjunction with performance optimization. Methodologies that need to be considered include hardware offloading, but also all the techniques for the control of energy-performance tradeoff, like power-aware resource allocation, power adaptation and low-power idle mechanisms [7-27][7-28].
Furthermore, in order to achieve a tight proportionality between the dynamic workload produced by vertical applications and network slices on one side, and the run-time resource utilization footprint and energy consumption induced in the network, computing, and storage infrastructure, on the other, two main aspects should be considered:
· The shift from classical “cloud agility” schemes, where vertical applications/network services are deployed everywhere they should be available and scaled according to the incoming workload, to a novel “edge agility” paradigm, which will inject applications/services (or part of them) at run-time, only when, where and for the time needed by end-users and connected things, suitably and smartly adapting the virtual topologies and application/slice forwarding graphs; 
· The introduction of a “hybrid multi-tier elasticity” paradigm to make all stakeholders, acting at any levels, to jointly, automatically, and rapidly provision, adapt, and de-provision network, computing, and storage resources/artefacts in order to opportunistically “move the consumption from connectivity to (edge) computing”.
[bookmark: _Toc39071527][bookmark: _Toc37177699][bookmark: _Toc39842865]Computing platform technologies
Serverless computing is an emerging trend in cloud technologies, where applications are realized as a composition of short-lived and stateless function calls (called lambda functions) [7-29]. Due to the absence of local state and in combination with a flexible virtualization infrastructure, typically based on containers, it is possible to up-/down-scale services in a fast and easy manner, also achieving fine-grained billing granularity. Serverless computing is becoming relevant also in edge domain, with a growing importance due the widespread adoption of its related Function-as-a-Service (FaaS) programming model among cloud developers and the clear benefit of flexibly deploying services to edge or cloud depending on run-time conditions [7-30]. Moreover, due to the scalability promises and isolation guarantees offered, it is expected that serverless computing will also play a crucial role in NFV, especially for the implementation of large-scale SDN controllers and VNFs [7-31]. However, significant research efforts will be required to unlock the full serverless benefits in edge computing and NFV, in particular major concerns include a high data-plane latency and inefficient handling or transfer of the application state [7-32].
Microservice architecture is becoming the most popular architectural model to implement highly distributed and scalable services. The main idea has been in decomposing large monolithic systems or services into a set of loosely coupled microservices that usually take care of a single function or a set of closely related functions. This, in principle, allows for developing and deploying each microservice independently and thus makes it possible to compose services using modules from multiple vendors. As discussed in 1.2.1, 3GPP has adopted microservice based SBA in 5G core and adoption in MEC is likely to follow.
The REST architecture is currently the dominating way to implement microservices and it is also selected for 5G SBA. However, REST has certain shortfalls in efficiency, scalability, reliability, and API evolution that makes it necessary to seek improvements especially for, e.g., safety critical applications. Partially, these problems are related to current implementations where REST relies on HTTP/1.1 transport and thus the obvious solution would be upgrading HTTP to v2 and later to HTTP/3. It is planned that the latter one will use QUIC instead of TCP and thus provide, e.g., multipath connectivity. There are also initiatives to replace REST with more efficient protocols like gRPC, which would allow for backward-compatible schema evolution that is necessary for long-live evolving systems like 5G networks. In any case, even if the REST based architecture is becoming the standardized solution for 5G, it is rather important to research if adopting more advanced concepts would be necessary it the future.
Container-based computing platform virtualization is currently the main trend in cloud computing and also in 5G edge computing. As explained in the next section (1.2.4), containers have many desirable features that make them quite ideal in implementing microservice architectures. However, there are always some security concerns about sufficient isolation and size of potential attack surface. While legacy hypervisor-based hardware virtualization systems running full OS images are considered to have unnecessarily large image sizes and long service start-up times, there are new microVM systems like Firecracker that can provide much more streamlined systems. Combined with unikernels such microVM systems are able to compete with, or even exceed, image sizes and start-up times of container-based solutions. While container-based solutions are the current main-stream and essential to 5G network infrastructure evolution, it is necessary to evaluate the alternative approaches in case that, e.g., better isolation between service instances is needed for critical services. 
In cloud computing and big data applications, stream processing has become a popular solution to manage and process vast streams of data and events. Stream processing systems like Kafka Streams, Flink, and Apache Samza are used either to consolidate data streams prior to, e.g., AI/ML model training, or to implement complex event processing services. Concepts like Reactive Streams are developing standardized frameworks for asynchronous stream processing. In one end, stream processing can be performed near real-time with high scalability. While stream processing has been mostly done in centralized cloud environments, the distribution of computation towards network edge makes it important to consider stream processing also in Edge computing. One obvious idea is to distribute stream processing to edge nodes, i.e., stream processing graphs should be embedded into distributed computing resources between far edge and central cloud. Besides providing services for data processing and real-time services, it should be studied if stream processing concepts could be utilized in implementing 5G network functions, e.g., for network monitoring.  
[bookmark: _Toc39071528][bookmark: _Toc37177700][bookmark: _Ref39793278][bookmark: _Toc39842866]Containers and container orchestration
Container-based solutions provide the grounds to bring novel, bandwidth and computationally intensive services to the Edge, an aspect which becomes particularly relevant in scenarios such as IoT, AI at the Edge, or AR services [7-9]. Via container-based solutions and their clustering, it is feasible to implement decentralised applications closer to data sources and to address the migration of applications from the Cloud to the Edge in a way that takes into consideration for instance, context-awareness [7-10]. A second benefit of container technologies in the context of Edge-Cloud operation concerns is being able to run services and micro-services in embedded devices, thus reducing costs and reducing energy consumption. The portability and lightweight design provided by containers are additional benefits to take into consideration. 
In the context of 5G, containers are being considered to facilitate virtualization alongside with NFV [7-8], via the concept of Cloud-native Network Functions (CNF)[footnoteRef:33], derived from efforts from the Linux Foundation (LF) in the context of its group Cloud-Native Computing Foundation (CNCF). CNF is addressing the possibility to transform network functions into micro-services that provide networking services. These micro-services are deployed in containers, e.g., Docker, and orchestrated with tools like Kubernetes. Such service-based approach is integrated into the 5G Service-Based Architecture (SBA) framework and therefore relevant for the context of network slicing, for instance. Also relevant is the fact that CNFs are expected, due to their integration into container-based solutions, to be runnable in bare-metal. Containers are therefore key in regards to deploying a 5G core that can operate in any Cloud-Edge environment, be it based on physical or virtual machines.  [33:  https://github.com/cncf/cnf-testbed] 

The key enablers for container technologies in 5G are:
· Open-source and user-friendly.
· Lightweight and fast deployment. A Docker container can be deployed in seconds, for instance.
· Portability and scalability. The isolation provided by container solutions make it a basis technology for deploying distributed applications in a modular way (where micro-services can be placed in individual containers). Containers can be added during operation, thus facilitating scalability aspects.
In terms of challenges, there are two main aspects for the full deployment of a 5G Edge-Cloud continuum: i) providing an adequate CNF specification and implementation[footnoteRef:34]; ii) evolving orchestrators e.g., Kubernetes, towards adequate automation of clusters and federations of clusters, taking into consideration aspects such as security by design as well as mobility. [34:  https://github.com/cncf/telecom-user-group/blob/master/whitepaper/cloud_native_thinking_for_telecommunications.md#1.5.4] 

[bookmark: _Toc39071529][bookmark: _Toc37177701][bookmark: _Toc39842867]Distributed services
There are several hard challenges in designing, implementing and operating distributed services in heterogeneous computing environments, especially with various constraints like end-point location and mobility, real-time requirements, and reliability. Furthermore, while the microservice architecture makes it easier to build efficient and reliable service agents, there will be a new layer of complexity that arises from connections and inter-dependencies between various service agents. Single service sessions are most often not very long-living which means that the state, e.g., resource requirements, is not static but sessions are leaving and entering the network all the time. This means an additional challenge to network and service optimization as new requests have to be embedded to computing resources without exactly knowing what will happen in the near future. In the network edge (especially far edge), this will be more challenging as fluctuations in service requirements will be much larger (in relative sense) and faster compared to centralized cloud.
Until now, this kind of resource allocation problems have been addressed in, for instance, transport networks by using specific path computation elements. Similar heuristics can be used as a starting point when methods for near-optimal service chain embedding are designed. Dependability issues with complex microservice architectures should be considered with great care – fatal error cascades in complex networks are not necessarily caused by simple design errors or software failures but they may originate from the normal engineering design process that aims towards optimal fault-tolerance (Highly Optimized Tolerance). Thus, the modelling and design methods for highly inter-connected microservices and their embedding to physical network structure should be one of the focus areas in developing federated edge computing environments.  
[bookmark: _Ref39794005][bookmark: _Toc39071530][bookmark: _Toc39842868]Edge, Mobile Edge Computing and Processing: 
These approaches require responsive network connectivity to allow “things” and humans to touch, feel, manipulate and control objects in real or virtual environments. Edge processing in the architecture is essential for ultra-low latency and reliability, while the AI processing is transferred at the mobile/IoT device. Research challenges in this area cover open distributed edge computing architectures and implementations for IoT and integrated IoT distributed architectures for IT/OT integration, heterogeneous wireless communication and networking in edge computing for IoT, and orchestration techniques for providing compute resources in separate islands. In addition, built-in end-to-end distributed security, trustworthiness and privacy issues in edge computing for IoT are important, as well as federation and cross-platform service supply for IoT.
Similarly, distributed service provisioning will extend also even beyond the edge, i.e., to on-premises devices such as Industrial IoT devices, robots, AGVs, connected cars. Novel forms of dynamic resource discovery, management and orchestration are required, allowing service provisioning to exploit on-premises devices as “on-demand” extensions of resources provided from the core or the edge. In this framework, novel resource control schemes, balancing between autonomy of devices and the overall optimization and control of the network by the operator(s) will be required, thus innovating the existing collaboration models between different network service providers. This will also allow to take in better account users’ context, exploiting the typical co-location of users with on-premises devices and, sometimes, their very tight physical bound. In this sense, this approach will allow designing network services in a more user-centric way.
IoT Distributed and Federated Architectures Integrated with 5G architecture and AI: Further research is needed in novel IoT distributed architectures to address the convergence of (low latency) Tactile Internet, edge processing, AI and distributed security based on ledger or other technologies, and the use of multi-access edge computing. Research challenges include serving the specific architectural requirements for distributed intelligence and context awareness at the edge, integration with network architectures, forming a knowledge-centric network for IoT, cross-layer, serving many applications in a heterogeneous networks (including non-functional aspects such as energy consumption) and adaptation of software defined radio and networking technologies in the IoT.
[bookmark: _Toc39071531][bookmark: _Toc37177702][bookmark: _Toc39842869]Edge AI
According to [7-1], 850 ZB of data will be generated by people, machines and sensors at the network edge by 2021. The physical proximity between the data and the computational resources provided by the edge computing represents a promising marriage, the so-called edge intelligence or edge AI [7-34]. Moreover, the recent booming of deep learning has been achieved thanks to the innovations in hardware, which allows to manage neural networks of many layers. However, these networks need more data in order to learn the huge number of parameters they are composed of. Moving these data toward a centralized cloud can be very inefficient in terms of delay, cost and energy. Therefore, in order to efficiently exploit data on the edge, the scope of edge AI is twofold: run AI models (inference) and train AI models (training).
For what concern the training, the main problem of a distributed solution is the convergence of a consensus, i.e., whether and how fast the training can be considered finalized. This problem is related on how the gradient is synchronized and updated. Several solutions have been proposed in this respect, the most promising one being represented by federated learning [7-35]. In this solution, the server is in charge of combining the results of the training of a shared model. Specific gradient methods have to be used, like the Selective Stochastic Gradient Descent [7-36], which however is not optimized for working with unbalanced and non i.i.d. (independent identical distribution) data. The frequency of the updates of the model at the central server is also an open issue. Too frequent updates allow to relax the hardware constraints of the edge, but imply more risks for the unreliable network communications. An interesting approach to overcome this issue is the Blockchain Federated Learning [7-37], which allows to work without a central server by performing the updates via blockchain. Another interesting solution is the Knowledge Transfer Learning, where a teacher network is trained with general data and then student networks are retrained on a more specific local dataset. This allows to reduce the resource demand at the edge devices. 
For what concern the inference, the main problem is the limited resources of the devices at the edge. In this case the solutions try to relax the computational requirements of the model when performing the inference. In model compression, some of the weights can be pruned according to a specific policy, e.g., their magnitude [7-38], the energy [7-39]. In model early-exit the inference is performed only with a subset of the network, according to the latency requirements. While, for reducing the computational complexity on the device model partition and input filtering represent interesting solutions, which rely on pre-processing the data on the device and perform the inference at the edge. When considering the processing of the original data, another technique that edge AI will need to investigate accurately on is data curation, which is the process of selecting the subset of data that is really valuable, especially when it comes from heterogeneous sources. 
Particularly in the perspective of distributed services at the edge and beyond (see1.2.6), edge AI is also a technique to keep data local to devices of their legitimate owners for privacy or ownership reasons such as, for example, data related to manufacturing processes in industrial environments. Moreover, keeping models “close” to edge devices might be the only viable solution to guarantee stringent time constraints. A research challenge is therefore how to guarantee accuracy and efficiency of both the training and inference phases given specific constraints in terms of where data can be moved inside the network.
AI will play an important role also for providing solution to the resource management problem in edge computing, the so called AI for the edge, which is complementary to the problems above, where the issue is how to carry out the AI process on the edge (AI on the edge). Typical examples are radio resource management in wireless networking, computation offloading strategies and services placement and caching. In this case the challenges are on the model definition, which often has to be defined as a tractable Markov decision process, on the algorithm deployment, since it has to work on-line and, consequently, a trade-off between optimality and efficiency has to be found.
A possible distinction regarding in particular the application of AI parametric approximation models adopted for control and resource allocation purposes on the edge may be between “function approximation” and “parametrized infinite dimensional (or “functional”) optimization” [7-33]. The (functional) solution of many complex control and decision problems can be approximated by families of fixed structure parametrized functions, where parameters also appear within the basis functions themselves (e.g., one- or multiple-hidden-layer networks). If a family of approximating functions can be found that allows avoiding the so-called “curse of dimensionality” (the growth in the dimension of the parametrization with increasing number of variables the function to be approximated depends on), the optimization problem might be solved “off-line” (e.g., in the background in the cloud), whereas the “local” implementation of the decision strategies can be performed at almost negligible computational cost at the edge, over time frames within which the parameters do not vary. However, a possible problem to consider in this case would still be the transfer of big amounts of data to be processed. In this respect, techniques of local data aggregation and pre-processing, redundancy reduction, importance sampling and the like are worth investigating in this context. On the other hand, distributed computational methods for the local coordinated execution of parametric optimization techniques are also of interest, to perform the strategy approximation over limited computational resources in the edge. It is also worth noting that parametric approximations of infinite dimensional (functional) optimization problems can be based on sound problem formulations, which can help understanding their algorithmic behaviour.
AI techniques and methods are necessary for IoT in an edge computing environment to provide advanced analytics and autonomous decision making. AI encompasses various, siloed technologies including Machine Learning, Deep Learning, Natural Language Processing, etc. In future IoT applications, AI techniques and methods will be increasingly embedded within several IoT architectural layers to strengthen security, safeguard assets and reduce fraud. Research challenges overlap with topics identified earlier in this document but it is worth mentioning AI-IoT integration subjects at the “edge” such as new energy- and resource-efficient methods for image recognition, edge computing implementations (neuromorphic, in-memory, distributed), distributed IoT end-to-end security, swarm intelligence algorithms, etc.
Finally, in the design of AI solutions it will be crucial to consider the energy consumed, as anticipated in the introduction. The high energy requirements of deep learning solutions suggest that both industry and academia promote the research of more energy efficient AI algorithms [7-40]. Moreover, all the new proposed AI solutions should be presented with their training time and computational resources required, as well as model sensitivity to hyperparameters. Examples of such analysis are the characterization of tuning time, which could reveal inconsistencies in time spent tuning baseline models compared to proposed contributions. To this respect, tools like Machine Learning Emission Calculator [7-41] and Green Algorithms [7-42] should be used to analyse, audit and report the carbon footprint of novel solutions proposed. 
[bookmark: _Toc39071532][bookmark: _Toc37177703][bookmark: _Toc39842870]Service life-cycle management
Applications account for most revenues in the IoT/Edge value chain, dominating devices and connectivity[1].  Edge application providers are essentially software vendors, whose value proposition relies on how they can keep delivering and improving value-added services to their customers, and how they can operate these services under a reasonable cost. DevOps offers great agility for introducing new and enhanced functions required to stay competitive or to develop competitive advantages, and is one of the key enablers in the rise of cloud computing. However, the automatic DevOps tools assume homogeneous and centralized resources provided by cloud, which is not the case in Edge computing where part of the services run on heterogeneous and distributed Edge nodes. Current tools do not provide adequate automation to enable service creation and management on large scale Edge systems[2]. Research and innovation are required on all the stages along the service lifecycle, from creation, building, testing, deployment until operation, calling for novel methods and tools to enable software engineering in a DevOps way, achieving both agility and economy of scale. As the scale and complexity of Edge systems can easily exceed the capacity of manual management, AI will play an important role in the service lifecycle management, raising automation to a new level. 
The creation of Edge computing services is an integrated process with both software development and hardware selection and design. New methods and tools are required to support the involvement of multiple stakeholders, such as device manufacturers, technicians and end users, following co-creation principles such as patient engagement in the development of health care[3]. Considering the flexibility of hardware choices, higher-level languages that can be compiled into multiple platforms are also a promising direction.
Due to the heterogeneity of devices, the source code of one Edge service may need to be compiled separately towards different hardware architectures or packaged with different set of libraries. The advancement of virtualization and container technologies on Edge devices will be helpful, but new challenges need to be solved, such as recompiling for specialized processors (e.g., neuromorphic chips, tensor processing units and even FPGAs) that are attached to or embedded in Edge devices.
The effective testing of Edge services relies heavily on the proper simulation of Edge nodes, the IoT devices connected to them, and even the physical world behind the IoT devices. New ways to model the complex system are required, using techniques such as digital twins. We also need new patterns, practices and tools to develop automatic test cases for Edge devices, especially considering the integration testing.
Automatic deployment powered by the Infrastructure as Code (IoC) techniques is a main driving force behind DevOps in cloud computing. However, IoC essentially deploys the same pieces of software into multiple copies of homogeneous resources from a centralized provider (thanks to the virtualization techniques). In Edge computing, an application is running on many heterogeneous and distributed nodes, which are not under full control of a central manager, and each node may have different context ranging from hardware capacity, end-user preferences, role in the whole data flow, etc. In theory, each node should be deployed individually to maximize the fit to its context. In a large fleet of devices, this can be only achieved with the help of artificial intelligence, which learns from historical and simulated deployment experiences to plan for the new deployment arrangement for large fleets in real-time.
Edge service needs to be self-adaptive to the consistently changing environment, e.g., an abrupt increase in computational load, a lower power remaining or a decreased connectivity. The research should be focused on what can be adapted and how to adapt it. New architecture and techniques are required to achieve high reconfigurability of Edge services, especially on horizontal distribution and migration of computational loads between Edge devices, and vertical offloading between Edge and cloud. How to exploit these reconfigurability in an effective and real-time way will also require the application of AI and machine learning.
All the automation methods and tools need to be coordinated by a CI/CD (Continuous Integration/Delivery) pipeline to form complete service lifecycle management. Considering the distributed nature of Edge systems, especially with unstable connectivity to Edge nodes, the pipeline may also need to be distributed and decentralized, with part of the process delegated to agents running on the Edge nodes. Another interesting topic will be how to integrate into the pipeline the activities that are not typically software development, such as the manufacturing and delivering of devices, the hardware maintenance by technicians, and the feedback from end users. Finally, unlike in cloud computing, the pipelines will not always drive every node at the same pace. Some nodes may keep running an older version of software as a way of global resilience, and some nodes may be chosen to preview an immature version, similar to the A/B testing of web applications.

[1] IoT forecast: connections, revenue and technology trends 2019-2028, Analysis Mason, January 2020
[2] As observed by Gartner: “the cost of deploying and managing an edge computing environment can easily exceed the project’s financial benefits." https://www.gartner.com/en/newsroom/press-releases/2018-12-03-gartner-says-the-future-of-it-infrastructure-is-always-on-always-available-everywhere
[3] Patient and Public Participation Policy, NHS England, 2017. See https://www.england.nhs.uk/wp-content/uploads/2017/04/ppp-policy.pdf.

[bookmark: _Toc39071533][bookmark: _Toc37177704][bookmark: _Toc39842871]Distributed ledgers
IoT and Distributed Ledger Technologies (DLTs): Further research is required on DLTs integrated with distributed architecture and edge processing to support the regulatory requirements of business/industrial IoT applications and moving from a centralized to decentralized transaction model. Adoption of these technologies faces challenges across scalability, performance and storage. The research challenges include techniques for increased scalability especially regarding consensus mechanisms (DLTs and blockchains do not scale as required by IoT applications for use in distributed systems), solutions for dealing with processing power constraints against requirements, simplifying implementations, and interoperability between DLTs.
Different participation modes are envisioned for DLTs, ranging from fully non-permissioned approaches to various forms of permissioned DLTs. If non-permissioned DLTs are desired, strategies have to be devised to reduce the size of on-chain data and computation. One possible solution is to devise suitable sharding and anchoring mechanisms. Hence, a large-scale DLT could be partitioned into smaller and independent DLTs, which are then bridged together to achieve target performance while ensuring data integrity and isolation. Another key challenge is how to adjust the operation of a DLT to the different target performance of IoT-based use cases, including lower latency for real-time monitoring applications, or the dynamism of the IoT network where new IoT devices can join, and existing IoT devices can leave at any time.
Some non-permissioned blockchains support so called light clients (e.g., Ethereum) which are better suited for IoT devices with limited computational capabilities. The light nodes have to communicate with so called full nodes (holding full state of blockchain) to find the desired blocks and, thus, it might be necessary to place full nodes close to the network edge in order to minimize traffic load and delays.
One proposed solution to DLT scaling issues is to use Directed Acyclic Graphs (DAG) instead of blockchain. The main benefits of DAG based DLTs is that miners are not needed and thus DAGs can process larger amounts of transactions with shorter delays and much lower energy consumption. However, there are some concerns about security and resilience against malicious users and thus DAG-based solutions might be better suited for permissioned DLTs. There are already some real-life demonstrations for DAG-based IoT systems and micropayments (e.g., IOTA Tangle) and, thus, supporting such systems at network edge should be considered.
[bookmark: _Toc39071540][bookmark: _Toc37177728]Extending multivendor and multioperator federated edge computing all the way to far edge devices will mean that there will be a huge set of computing nodes, attached devices and various versions of software and firmware installations. Furthermore, at far edge, the physical security of the devices can be much easier compromised compared to centralized cloud infrastructure. Thus, various security measures are needed to enable various involved parties to ensure that the network infrastructure is not compromised. Permissioned DLTs can provide suitable mechanisms for this kind of needs. As the participants to permissioned DLTs can be trusted, there is no need for energy and time-consuming consensus methods, and more efficient methods like Paxos or Raft can be used. Smart contracts can be utilized to create automated mechanisms for leasing edge computation capacity. DLTs can be also used as an immutable log for tracking the lifetime of edge computing equipment, sensors and IoT devices from manufacturing to installation and operation, and finally decommissioning. 
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8. [bookmark: _Toc37227261][bookmark: _Toc39842872][bookmark: _Toc511140339]Network and Service Security

7. [bookmark: _Toc39480827][bookmark: _Toc39842873]
[bookmark: _Toc39842874]Introduction 
The Digital Infrastructure where Smart Networks and Services play a fundamental role is one of the key area mandating Cybersecurity. Each and every, citizens, enterprise or governmental application is requiring protection with diverse but increased grades of security and privacy. As a result, the future of ICT development in Europe is dependent on our capabilities to ensure trust and provide appropriate cybersecurity solutions. This is a challenge, particularly in Europe, being forerunners on IPR and privacy protection. Europe has the opportunity to reach global leadership in securing the digitalisation of our society, high expectations in security and privacy should be taken as enablement for added value in IoT, networks, Cloud and services segments.
The Network and Information System Security benefits from a long European story [cyberact]. Building on strong cybersecurity and Networks research capabilities, focus should be given to innovation, standards, certification in order to reach 100% of matching between services and appropriate security and privacy levels. Following initiatives on 5G deployment and its Cybersecurity [COM(2020) 50 final], and considering among others, highly critical services, the infrastructure protection capability should benefit from available open but sovereign EU supply chain.

Among numerous potential objectives, the next program may target :
· Access availability to real time Cyber Threat Intelligence information (attacks/threats and vulnerabilities), risk Analysis tools and Services enabling 100% of awareness and level-based appropriate protection counter-measure deployment.
· Trust in ICT infrastructure through systematic Exposure of cybersecurity levels 100% compliant with European-legal basis (certification, Security Service Level attributes, GDPR/EU strategy for Data,...)
· Compliance with highly critical applications and essential services requirements leading to sovereign solutions able to provide 100% availability of services for verticals
· Improve attack detection & response mean time of Cybersecurity incidents including zero % unprotected data leakage 

7.1 [bookmark: _Toc39480828][bookmark: _Toc39842875]Reasons for Security Transformation
Ongoing re-work of the text: bi-partite graph with existing text + contribution from ECSO SRDIA and other Cyber community topics. Content of the section as depicted below.

7.1.1 [bookmark: _Toc39480829][bookmark: _Toc39842876]Change in System intrinsic nature (started with 5G, now beyond 5G)
7.1.1.1 Attack surface
7.1.2 [bookmark: _Toc39480830][bookmark: _Toc39842877]Security orchestration and other Deep Tech Introduction
7.1.2.1 Virtualization, Softwarization, cloudification
7.1.2.1.1 Automation
7.1.2.1.2 AI for agility, protection, detection, remediation
7.1.2.1.3 Service exposure, integration (composition)
7.1.2.2 Deep tech integration
7.1.2.2.1 Quantum
7.1.2.2.2 AI
7.1.2.2.3 DLT
7.1.3 [bookmark: _Toc39480831][bookmark: _Toc39842878]Change in security level expectation (increase, diversity, sovereignty)
7.1.3.1 Certification up to services, regulation (beyond toolbox)
7.1.3.2 Citizens and Vertical targets (digital transformation ICT infra dependency)
7.1.4 [bookmark: _Toc39480832][bookmark: _Toc39842879]Change in scope 
7.1.4.1 E2E
7.1.4.2 From termination point to the cloud including IoT, Edge,…
The current and expected network models’ evolution is a key rational for Security transformation. From system or even System of Systems point of view, we have simultaneous disruptive changes both in time and space leading to so-called metamorphic properties. One can easily conclude that applying static security solutions to a problem where dynamics are becoming predominant will fail. From data plane towards service (and their usages) plane, security functions deployment must adapt to the temporal properties. Another historical basic security paradigm is becoming inefficient with the dispersed capabilities across a hybrid computing/network model, which is a perimetric approach. Among the ICT challenges, security is a fundamental cornerstone, but security must in turn transform towards renewed paradigms.
By mimetism, an obvious fundamental dimension of the security transformation may be described as Software Defined Security. This means that flexibility, spatial/temporal distribution of functions, adaptive capabilities, models and abstractions, etc. apply to the security domain. It also induces that control and management technologies should remain in a converged framework, optimising re-use to reduce skills requirements, complexity and OPEX. This expected concomitant evolution disrupt traditional approaches where security concerns often came afterwards (or too late), it even goes beyond the ”by-design” paradigm with functions and services integrated as intrinsic component of the concept. Last but not least, fundamental science advances whether physical or logical will equally impact traditional network functions and security functions. Security will then have in addition to provide solutions to secure the functions themselves. While the need of transformation is considered, it comes with a major challenge of definition of integrated renewed security framework, processes, engineering able to provide relevant answers to the ongoing disruption of architectures and technologies.
Our society is more and more depending on the communications and ICT infrastructure. As a result of the ever-growing demand from people, but also Business-to-Business or Machine-to-Machine, the complexity/manageability issues are becoming predominant while introducing any innovative or disruptive technologies. Cybersecurity that often requires a significant level of situation awareness is very sensitive to those dimensions. As the sustainability of ICT mandates technology introduction, it will translate in focused security challenges that should be considered from start. Considering addressing, routing area, although combined with ciphering spread everywhere, a major issue is the ability to authenticate packets (fields), flows, applications, services, users, etc. as it should be. Among other requirements to protect for instance slice integrity and isolation across multi-owned infrastructure segments. This is even more sensitive looking at control, management, service planes exchanges, leading to a potential specific dedicated approach such as a super secure slice. Finally, this should be done while protecting privacy and confidentiality. Solving the mismatch between historical approaches and security in the new picture is somehow mandatory but a difficult challenge.
Another major area advocating for security transformation is linked to old issues of distributed systems. The overall architecture will rely on the composition of modular systems and services, potentially mission-oriented. As a direct consequence, the scheduling of resources must be mission-aware but also security-policy aware. Security here is raising numerous challenges, the first set is related to policies themselves: how to declare those policies, how to compute compliant resources and services with the policy constraint, the second part is related to the security enforcement deployment: how to schedule (and guarantee) security functions and associated resources.
Beyond the required overall framework, security transformation is the mandatory companion to most of if not all foreseen disruption dimension. On radio side, where sophisticated mechanisms may increase the vulnerabilities, programmability leading to a new range of potential attacks, slicing, operating systems, quantum and AI/ML as attacker tools, data at rest, sharing, computing, etc. transformed security must be embedded and considered together at initial stage with all network visions.

7.2 [bookmark: _Toc525463846][bookmark: _Toc39480833][bookmark: _Toc39842880]Network-wide Security & IoT
(ongoing) Merge of previous sections with new contributions on radio & IoT. Text to be re-organized as per Cyber standard phases, CTI>protection>detection>response>recovery
+ IAM topics
+ Cybersec quantification issues (from label/certificate to continuous assessment)
The recent trend in network attacks has demonstrated that the network as a whole is both a target and a vector of attacks. The Mirai botnet has demonstrated the capability to knock out even large organisations of the Internet. The Wannacry worm has demonstrated the reach and extend of networking connectivity, connecting every device to the Internet and exposing its vulnerabilities to the whole world. Malicious applications are increasingly present in application stores, providing computing power, storage and over all access to sensitive information to attackers, free of charge.
At the same time, attack detection and mitigation has progressed but remains one step behind. Anomaly detection has not resolved the false positive issue that is making it extremely complicated to handle outside of very structured environments.
Therefore, the first challenge of next generation networks is to include protection and resilience by default, deeply rooted in their architecture, so that attacks become harder to carry out, less effective impact-wise, easier to attribute. This implies that the management infrastructure becomes more resilient to attacks, against configuration protocols, routing and naming. This requires that trust anchors are put in place and resilient configuration patterns deployed, so that networks or network overlays can resist attacks, and that it becomes impossible for attackers to abuse the network to inject malicious management traffic. From a non-technical standpoint, it also means that it should become more expensive for attackers to attack, and more expensive for developers to create vulnerable applications than safe ones.
When protection is not feasible, because of practical or economic considerations, the next best thing is to ensure that detection of attacks occurs. Detection must be timely (in the sense that attacks should not have created damage by the time the alert is handled by the security operating centre) and accurate (provide limitations on false positives and false negatives). It should also be actionable, leading to either the elimination of the source of the attack, or to a limitation of its effects.
Another challenge is the capability to better understand attackers, to enhance detection. Beyond honeynets and honeypots, there is a definite need to improve the traceability of activity occurring in the network. This requires the ability both to generate better logs, to make it more difficult for the attacker to hide in the flow of ”normal” traffic, but also the ability to include tripping points in the network, that will signal anomalous activity. This can be extended to the security at RF level where a complete spectrum and contextual awareness will help to detect and countermeasure different Access Network threats like radio jamming, signal spoofing, fake access network nodes and user equipment or illegal use of spectrum resources. This will support the development of better detection and deterrence methods, reducing the attacker’s gain and increasing its risk.
The last challenge is the coupling of network and application security. While network security is handled independently of application and services security, there is a high likelihood that certain network attacks occur because of application or service vulnerabilities, or that network insecurity impact services. This challenge deals with the coupling of network and application modelling, to support more effectively anomaly detection than has been possible before. Only by getting more and better data as input for activity models will we be able to leverage AI/ML techniques to build efficient anomaly detectors, which are able to include contextual information in alerts to support threat mitigation.
In the end, the next expected result should be that networks are easier and cheaper to operate for network operators. Regular users should get access transparently and their services must be available with appropriate quality. Attackers should have a much higher cost of attack as well as a much higher probability of being caught.



The current IoT vision is grounded in the belief that the steady advances in microelectronics, communications and information technology witnessed in recent years will continue into the foreseeable future.
However, technical flaws and threats of intrusions might significantly lower the benefits of the new developments. Traditional protection techniques are insufficient to guarantee users’ security and privacy within the future unlimited interconnection. There is a widely acknowledged need to guarantee both technically and regulatory the neutrality of the future Internet. Moreover, all aspects of security and privacy of the user data must be under the control of their original owner by means of as simple and efficient technical solutions as possible. Security and privacy aspects need to be taken into account also in Sections 4.6 Security for Mission-critical Services, 5.3 Massive IoT Services and 9.2.2 Impact of IoT on the Network.

Behind the tremendous diversity of applications and deployment constraints, IoT relies on common requirements requiring a cross-sector standardization approach. The first wave of IoT adoption, driven by ICT companies, focused mainly on business / consumer oriented upstream data gathering for centralized cloud processing. Regulations protecting individual privacy are a predominant concern for implementing security in such applications.

Industrial IoT, on the other hand, requires closed loop connections between sensors and actuators with real-time constraints, requiring fully distributed processing and filtering of information exchanges on open networks. Moreover, in several sectors, security breach can result in critical safety hazards.

While ensuring cybersecurity in the internet world of powerful mainframes computers connected to main power supply with near-permanent high bandwidth connections and close human control is already a challenge, IoT cybersecurity has to adapt to reduced computing resources, sporadic low bandwidth connections, battery and constrained devices, long lifetime, limited human involvement and other operational constraints. A proper balance needs to be established between the traditional internet approach of addressing dynamically discovered security breaches through reactive software updates, with the real world paradigm of ensuring safety by careful initial physical design.

Security is a moving target and this is particularly true with the Internet of Things. The role of AI in constantly keeping up with security threats is not to be under estimated. Artificial intelligence plays a vital role in detecting intrusions and widely considered as the better way in adapting and building intrusion detection systems. Neural network algorithms are can be applied to real-time security problems. 



7.3 [bookmark: _Toc39480834][bookmark: _Toc39842881]Slice and Service-based patterns

Future ICT cybersecurity is the field of numerous challenges due to the change in technologies, architectures and paradigms but also will widely re-use the advances in network technologies [139] and [140]. The slicing aspect is here used to illustrate directions, combining Software Defined Security and Security as a Service challenges that apply also beyond slicing aspects.
The network-slicing concept implies de-facto some sort of sharing of the control/management with the underlying infrastructure. The immediate obvious security issue is related to the isolation between slices but already in [141] and [142] NGMN listed a set of key security issues beyond basic isolation concerns. Thus, as of today, the 5G slicing security is one security area among many other specific issues that are already identified. As a continuity of 5G, Next Generation Internet will encompass non-3GPP domains, extended roaming procedures, Service Based Architecture (SAB, including Security as a Service) and will certainly bring unprecedented architectures, services or business models. Considering the 5G architecture and procedures introduced in [94] and [95], security areas are more specifically addressed in [143] and [144]. Going far beyond 4G complexity, 5G and beyond is imposing to reconsider many security aspects such as Authentication and Authorisation, RAN (multi-access) security, User Equipment (including IoT), confidentiality and key management, etc. and finally Network Slicing security. An overall vision of this security landscape is given in [145] where one can find references to groups and bodies active on 5G security such as ETSI – in particular working groups dealing with Network Function Virtualisation (NFV) and management issues (MANO), IETF, IMT-2020, etc.
The nature of 5G and beyond components, systems and services lead to an unprecedented combination of specific software-based vulnerabilities, function distribution, boundaries variations in time and space. Moreover, the multiplicity of stakeholders and authorities in the case of network slicing raises serious challenges which are exacerbated by the so-called Mission-Critical support. Through technological but also architectural and business aspects, or even regulation, the slicing shows a novel attack surface but also great opportunities to deliver the relevant level of cybersecurity.
The slices are software-based and as such, inherit among others from SDN and NFV security issues and solutions. Many threat Intelligence aspects are already addressed in the literature including a comprehensive survey [146] or, for instance for SDN-NFV components, available as Common Vulnerabilities and Exposure (CVE) list. As common ICT pattern, the code life cycle, the virtualisation will continue to be the subject of research from the security angle.
As described in [94] 5G relies on a set of security functions that should be instantiated on a per slice basis. Security should be tuned as per tenant/vertical policies for a given slice that implies in turn to manage/duplicate the security functions on logical slices. A user may access different slices for different services, but the confidentiality, integrity and availability should be preserved for any slice. Most of the issues pointed here may be summarised as isolation issues. The potential attacks can affect tenant services by targeting user data, but attention should be paid to the control exchanges (e.g. negotiations of Slice-as-a-Service, templates etc.).
When considering knowledge of slice assets and its consequences in terms of security issues, a specific problem occurs by nature as the slices are both:
· an abstraction/composition of the actual systems and services delivered by third parties and,
· flexible, dynamic or even adaptive to satisfy the varying needs through multi-party complex business environment.
Ensuring trust and consistent security policies/governance between tenants and providers point of views is a remaining challenge. This may be considered as a pre-requisite when applied to vertical sectors under stringent security and resilience requirements, beyond existing standards and certification schemes often applied to limited perimeters. There is thus a need to evaluate and expose security attributes of subnets, systems and services involved in the composition of the 5G slices.

Software Defined Security: Slice Protection Deployments
5G slices is a new way to virtualise an infrastructure for tenants with dynamic software defined provisioning technologies and service aggregation rather than a system integration approach. Deployment, orchestration, chaining of (virtualised) protection functions becomes by analogy a software defined security concept.
This opens an entire research field, allowing fine grain policies, AI/ML-based smart algorithms etc. The end-to-end security is thus resulting from the diversity of stakeholders involved in the provision and usage of the slices. As an immediate consequence, horizontal (end-to-end), vertical (infrastructure provider versus tenants), multilateral (Security-as-a-Service, vertical services) coordination/composition of security becomes a challenge.
Nevertheless, the control and flexibility of the software defined security is an enabler for innovative slice defence strategies. Among 5G slicing related security concepts, two categories are emerging, in both cases using the ability to automate the manipulation of the system morphology:
· Micro-segmentation [147] can provide fine grain isolation, specific access control and security policies.
· Deception, overcoming historical honeypots, is assuming that advanced (often unknown/zero days) attacks will be defeated by deceiving the attackers with enabled dynamic/smart proactive security.

Security-as-a-Service, the Future Slice Enabler
Not all tenants will have internal up-to-date expertise available to manage all security aspects. It is thus expected that a wide range of security will be delivered by managed security service providers. Beyond the slicing case, Security-as-a-Service may be considered as one of the very few directions to scale the security needs across the ICT infrastructure and services. One associated challenge is to define meaningful service attributes, and in particular for security services allowing relevant usage of services. Similar to QoS issues, the qualification, evaluation, exposure of those attributes is a difficult problem considering variations of the systems and diversity of risk-based policies.
As an example, Identity and Access Management (IAM) as a Service will be key to distribute and control respective authorities and access across multiple 5G systems stakeholders. Many other security aspects (Key Management, Intrusion detection ...) will be handled this way participating to the slice security.

Monitoring Challenge
As aforementioned, knowledge of slice security conditions is not straightforward considering the multiplicity of authority perimeters and the complexity of dependencies between sub-systems, services etc. Slice security mandates continuous monitoring tracking events or anomalies end-to-end. This dynamic assessment may require both specific advanced tools but will have to face the boundaries of respective stakeholder perimeters. Monitoring or reporting security data is an open field. A particular case is the response to incident which basically require sharing of information from detection towards tenants or adjacent party interconnected.

Beyond Protection
As for protection deployment, detection and remediation are the purpose of smart AI/ML-based strategies that may be applied on a per-tenant basis. Each tenant may for instance deploy its own probes for attack detection across his slice, in addition to some reporting delivered by the providers. Specific remediation strategies may then apply relying on specific critical asset knowledge on tenant side. One can obviously anticipate some remaining challenges with respect to the actual isolation (inter-dependencies) of the slices from other slice/underlying infrastructure or the need of signalling/exchanges between the actors. It should be also noticed that those exchanges are subject to potential attacks and should be secured (may be a specific dedicated ”control and management” slice).

7.4 [bookmark: _Toc39480835][bookmark: _Toc39842882]Distributed trust systems Distributed trust System
To be developed and re-shuffled as per the “edge” topics
The evolution of the ICT infrastructure is coming after years of hyper-centralisation, it is now considering use cases using hyper-connectivity for distributed applications. By nature, the widening of scope with edge computing, including mobility or IoT is re-introducing issues of distribution of trust across Verticals and Transversals.
The role of the ICT infrastructure, beyond its own security, is to provide a trustworthy platform allowing development and innovation on top of it. Various verticals and applications will benefit from the critical infrastructure with inheritance of the security properties.
With both intrinsic distribution issues and usage by verticals, one of the main challenges will be to manage the component of trust and their distribution, deployment and usage across the highly diverse and dynamic infrastructure. As mentioned before, the application of the perimetric security paradigm is not well suited for an architecture with billions of objects, sporadic activities, mobility. Novel approaches will have to be developed matching the ”metamorphic” properties, thus delivering smart tools for trust distribution and sharing within the unprecedented system complexity.
Distributed ledgers, or blockchains are promising technologies expected to play an important role where the distribution aspects are predominant. Beyond the known basics of those technologies, issues related to the ”evolutivity”, the interoperability, the sharing between numerous private/public initiatives are specifics of the ICT application. Networks are intrinsically end-to-end and the NGI shall provide operational solutions under constraints coming from this transversal limit often more difficult than standalone over-the-top or vertical application.
Beside the distributed ledgers, mostly useful for trusted exchanges and forensic, the heterogeneity of the architecture in terms of security grade is fostering a smart distribution of rot of trust. Balancing some weaknesses of the IoT and also the extra-large attack surface generated by the objects, gateways or secured elements will have to distribute security policy enforcement points such as gateways, probes and secure elements to protect, detect remediate to attacks. A massive issue here is to transform hardware-based security towards flexible software-based solutions. In particular, key storage/management and authentication/rights management appears to be must-have solutions. All forecasted directions for future ICT infrastructure raise critical issues in this field. Among others the evolution of systems widely based historically on the SIM cards and their extensions towards systems encompassing IoT, softwarisation, virtualisation is mandatory considering critical applications (Industry, automotive, health …).
Finally, the fragmentation and the increased openness is requiring mechanisms to identify, evaluate, certify the level of security and thus trust to be given to this or that provider/service participating to the whole system.

7.5 [bookmark: _Toc39480836][bookmark: _Toc39842883]AI
Integrate AI4EU relevant topics
The increased application of AI/ML, and other data analytics technologies raise the question about their robustness and inherent vulnerabilities. These technologies are a source for new attack vectors. On the other side applying these technologies in the security domain enable more intelligent security solutions. Both aspects of AI/ML and security, the security of these new technologies itself (how to make them more robust and secure) and applying these technologies to create more intelligent security solutions should be addressed in security research with a focus on research areas like:
· Dependencies between physical and cyber world aspects in connected cyber physical systems and their impact on security: Today safety analysis methodologies need to be enhanced to also consider physical vulnerabilities. Faked reality attacks (manipulating how sensors see the physical world) will become a new main threat vector by injecting manipulated data that finally provokes malicious responses of intelligent autonomously acting systems. On the other side, security monitoring can be improved by integrating information and models about the physical world (e.g. ignoring anomalies caused by a known physical component fault).
· Security risks inherent to AI/ML systems: We need a better understanding of the robustness of AI/ML systems. These systems should be aware of the limitations of their models and know the assumptions underlying it. A main security threat of AI/ML systems are adversarial learning attacks, the manipulation of the learning sample set, which in the worst case allows to create hidden backdoors.
· AI/ML systems that can explain their response: In particular, deep learning technology needs to be enhanced by integrating and creating human understandable models and reasoning. This is relevant for human interaction with such systems and the acceptance of semi-autonomously acting systems.
· Security analytics when facing encrypted data: Today security monitoring and anomaly detection very much depend on data that is not available in case of encrypted traffic. This data needs to be substituted by sampling and analysing new types of data and traffic characteristics that are available also in case of encrypted data and allow similar effective security analytics.
Automated threat Intelligence creation and management: This will be a differentiating factor in future security business and pervasive use of AI/ML is the means to achieve this. The final goal is to create even some predictive capabilities. Challenges are to automatically collect and analyse examples from deployed security appliances, create new learning examples, measuring the effectiveness and efficiency of currently deployed models, and incrementally optimise the model learning. Another challenge is utilising a diversity of other Threat Intelligence resources (structured and unstructured) and being able to exchange and combine models
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8. [bookmark: _Toc39842886]
9. [bookmark: _Toc39842887]
9.1 [bookmark: _Toc39842888]Vision [Ana/Tomaso/Alessandro]
This chapter will describe the vision for the 2020-2030 and will be written on the basis of the introduction of the white paper plus an integration about the foreseen services. Satellite Operators view is instrumental here.
· SatCom Vision (Tomaso/Ana/Alessandro)
· Services to terrestrial 5G environmental monitoring, maritime, public safety, autonomous driving in remote area without terrestrial 5G coverage (Luis Perez-Freire, Ovidiu Vermesan); 
· Remote sensing service in remote area without terrestrial 5G coverage (Juergen Sturm);
9.2 [bookmark: _Toc37132021][bookmark: _Toc39842889]System architectures [Mario Marchese]
9.2.1 [bookmark: _Toc37132022][bookmark: _Toc39842890]Rationale
Different main factors are contributing to an evolution of the typical satellite system architecture.
The growth to higher data rates is one of them. Up to 3 Gbps are possible using wideband transponders, and state-of-the-art communication technologies achieving around 7 bps/Hz. The gain from statistical multiplexing along with the usage of transponders providing more bandwidth, satellite throughput can be considerably enlarged. Adopting new frequencies (Q/V band) with higher bandwidths for feeder-links increases the possibilities to operate at higher data rates. Multi-spot beams and Inter Satellite Link (ISL) additionally provide solutions to drive these developments. Moreover, it is expected that further technology advances in Software-Defined Radio (SDR) will further help increase performance in comparison to nowadays system and therefore resulting in the full replacement of custom hardware solutions. Such aspect will affect both space and ground segments, taking into account the case of mega-constellations, adaptive beam solutions for GEO systems, and in general the challenge of making satellite systems as full softwarised objects.
Another factor is related to MicroElectronics (MEs) and MicroSystems Technologies (MSTs) which contribute reducing the size of satellite hardware components, both the primary ones, such as engine, attitude control, battery, antennas, and the payload ones, such as sensors. MEs and MSTs allow also decreasing satellite mass, getting power savings, and increasing flexibility as well as robustness. Size and weight of used satellites are much smaller than in the past. Additionally to GSO satellites, there are NGSO satellites called micro, nano, and pico satellites whose main advantage lies in the lower cost, low communication latency, low energy consumption, and high fault tolerance, if the employment of tens of small satellites at the same time is considered. These aspects make small satellites appealing for many application scenarios such as Earth monitoring, disaster recovery, remote surveillance, machine-to-machine (M2M), and Internet of Things (IoT), especially if the devices are located in rural and remote areas. The IoT via satellite can enable ubiquitous connectivity platforms with the capability of providing massive connectivity even in the most remote/inaccessible places at the lower costs. In this direction, looking forward a little bit more, the Internet of Space Things (IoST) represents a wider-scale cyber-physical system spanning over the air, space, and ground. Thanks to technological advances and due to the need of matching a wide variety of application scenarios, also in view of future 5G, next generation SatCom architecture should be capable of supporting GSO and NGSO satellites operating in different constellations but also including other aerial networks such as HAPS and UAVs. Additionally, SatCom networks more integrated with the terrestrial networks can better support them and overcome their limitations such as increasing the offered coverage and network throughput, both requirements to match the rapid 5G ecosystem growth.
9.2.2 [bookmark: _Toc37132023][bookmark: _Toc39842891]Scope
[bookmark: _Toc37132024]Higher frequency band exploitation, satellite miniaturization, new applications and use cases where SatCom networks can contribute, are aspects to consider among others to depict the future SatCom system architecture also having in mind the integration between satellite and terrestrial network within the 5G framework and beyond
9.2.2.1 HTS broadband GEO
In the last two years, the next growth axis of the SatCom market has taken shape with the launch of high throughput satellites (HTS) and payloads worldwide enabling efficient highspeed internet-by-satellite. The EU now recognises that satellite broadband services have allowed to deliver “broadband for all” and to reach a major target of the digital agenda for Europe. However, while the European industry technical offer competes with the most advanced American ones, the low institutional support at demand level does not favour a rapid broadband market take-up in Europe and further concrete development in this field in the short term. These broadband satellites are indeed mainly serving the American and Australian market: Viasat, Echostar HNS and NBNCo. Additional satellites (like Echostar XVII) will be launched soon delivering even more total capacity (>100 Gbps). EchoStar XVII/Jupiter 1 was launched in 2012 and is currently providing broadband services throughout North America at speeds at or above 25 Mbps uplink and 3 Mbps downlink, along with the recently launched EchoStar XIX/Jupiter 2 satellite. EchoStar XXIV/Jupiter 3 is currently under construction and is slated for launch in 2021. EchoStar XXIV is expected to offer consumers service at speeds of approximately 100 Mbps. Achieving even larger capacity is the next milestone for the satellite industry in Europe, to offer enterprises and citizens with an even wider gamma of services provided with unprecedented quality of service. To this end, implementing the concept of Tbps capacity can be sustainable by migrating the feeder links to Q/V or optical bands and delegating the Ka frequency band to the user links. To this end, suitable RF/optical conversion strategies implemented on-board the satellite (and on-ground) are desirable to implement microwave photonic on-board processing functionalities.
9.2.2.2 HTS broadband MEO
Next to the above-mentioned GEO services, O3b with a constellation of MEO satellites is addressing emerging and insufficiently connected markets mostly in Latin America, Africa, the Middle East, Asia, and the Pacific while offering a low latency approach. An example of business focus is maritime applications to serve large cruise ships with high data rate connections. One of the main advantages is to provide data access at a reasonable latency given the lower altitude of MEO satellites with respect to the GEO counterparts. However, a more advanced design of antennas is necessary to boost the performance.
9.2.2.3 LEO constellations
LEO deployments will need complete constellations ranging from some hundreds up to thousands of satellites. There is a bunch of constellations discussed operating in Ku- and Ka-bands. They mostly address Internet connection as a service but also secure point-to-point communications. Frequency coordination is of vital importance as they need to operate next to the already existing satellites in different and in the same orbits. To provide their full service capabilities, inter-satellite links will be an enabling technology. On-board processing of the signals is essential for efficiently routing the signals to the right destinations. The very next frontier will be represented by broadband mega-constellations equipped with optical inter-satellite links. On the one hand, the large number of satellites will help achieve high-granularity coverage, so that higher capacity will be made available from the entire satellite system. In simple words, the satellite constellations will work as a huge distributed network switch operating in the sky. On the other hand, the availability of optical ISLs will drastically reduce the latency of re-routing operations in space, taking also into account that the speed of light in free space is higher than in terrestrial optic fibres. As such, the forward of large amounts of data between adjacent satellites will be performed in almost negligible time, hence letting users experience a new Internet experience from the sky owing to the limited delay, coming from the low altitude of LEO satellites. Extension of LEO constellation is also expected to be a top topic in the next years to achieve the so-called integrated space data highway, i.e., consisting in integrating different classes of satellites into different tiers of the same hierarchical satellite system. In other words, the integration of GEO, MEO, LEO, HAP and aircraft in a unique mesh network in the sky will help achieve large capacity to be offered to end users. New concepts of satellite constellations will also include the cases of fractionated and cooperative constellations, to make different systems interworking provided that computing resources are available onboard, whereby additional developments are expected and encouraged in the timeframe 2020+.
9.2.2.4 Nano-satellite constellations
Recent trends show the development of nano-satellite systems being more attractive because of the limited costs and the moderately high number of components required. Currently, the ratio between investment and return is not very appealing from a commercialisation viewpoint, in particular, because current nano-satellites have been defined especially for experimental purposes. It is however expected that in the time frame 2020 - 2025, their exploitation will be more remunerative, taking especially advantage of inherent monitoring and reconnaissance capabilities. Moreover, their support for IoT services will be even more important, by means of improved on-board capabilities. Their function to extend the terrestrial network capacity will be carried out by means of nano- and pico-satellites, which together with CubeSats, will make use of high data rate links built on Ka-frequency band or even optical links. To this end, special attention on miniaturisation of the payload as well design of highly efficient antennas will be necessary.
9.2.2.5 Hierarchical Aerial Networks (Satellites + HAPS + UAVs)
UAVs and HAPs provide low-cost support for a large class of applications and can be used both individually or as a swarm. Using multiple UAVs and/or HAPs needs coordination and data exchange services among them, leading to a multi-layer hierarchical infrastructure known as Space Information Network (SIN). SINs are complex network infrastructures relying on heterogeneous network segments implemented by space platforms, such as satellites, UAVs, HAPs, and airships. They can play a key role in many different applications: connectivity for otherwise disconnected areas, emergency communications, environmental monitoring, mMTC, IoT, and interplanetary communications, to cite a few. In cooperative distributed SINs, future research directions include the development of novel algorithms/techniques for distributed gateway-selection, cloud-based stability control, mobility modelling, energy-efficient maximization, and security and safety enhancement.
9.2.2.6 Internet of Space Things / Planetary Communications
With the recently increasing interest in exploring Moon from NASA and ESA, the concept of Moon Village may become reality in the coming 5-10 years, with the objective of carrying out different projects on the lunar surface including astronomy and mining operations carried out jointly by robots and humans. A stable human presence on the Moon will require a high data-rate link to the Earth that leads to some serious challenges to be solved. An example is related to the routing challenge. Possible routing paths between sources and destinations may include satellite links that are not all active at the same time. This requires the ability to store data onboard satellites for long time periods waiting for the next possibility to forward them. This can be addressed by exploiting Delay and Disruption Tolerant Networking (DTN) and Information-Centric Network (ICN) paradigms. However, different satellite design limitations, especially considering small satellites, such as the limited capacity of energy storage and recharge can hinder the data through long-distance interplanetary satellite links. Smart routing strategies that help reduce data delivery time and take into consideration the strict resource constraints are crucial to allow users to receive data respecting Quality of Service (QoS) requirements.
9.2.2.7 Satellite-based IoT
The rate of traffic generated by MTC is growing at a very fast pace, putting strong pressure on existing network infrastructures. One of the most challenging tasks today is being able to support Machine-to-Machine (M2M) / Internet of Things (IoT) data exchanges by providing connectivity between M2M devices all over the world. The recent improvement in small satellite technologies is making the employment of small-satellite-based solutions appealing in different use cases including the IoT. At this time, connectivity between M2M devices is one of the most challenging tasks mainly due to the issues of network connectivity and interoperability for services and applications. The network connectivity challenge should be faced by creating a backbone able to forward data with minimal delay and wide coverage to all environments (urban, suburban, and rural). LEO satellite constellations are suitable for this aim as testified by the interest of some industries such as EUTELSAT within its LEO fleet called ELO (EUTELSAT LEO for Object) project which will offer global IoT coverage enabling objects to transmit data irrespective of their location.
9.2.2.8 Integration space/terrestrial networking 
Satellite and terrestrial networks have been traditionally born and grown up separately to satisfy different users' requirements. The Third Generation Partnership Project (3GPP) has been conducting studies on the possible employment of SatCom Networks within the 5G ecosystem aim to standardize the satellite and terrestrial integration. However, this issue brought different challenges that need to be properly addressed to lead to a complete integration, especially from a networking viewpoint. Possible system architectures and employed technologies have been proposed and still need to be properly analysed to have a possible future roadmap of satellite/terrestrial network integration.
9.2.3 [bookmark: _Toc39842892]Expected Impact
[bookmark: _Toc37132025]The potential impact of satellite networks in this described ecosystem composed of new applications developed in a plethora of scenarios is linked to their intrinsic ubiquity and broadcasting capabilities. Satellites can act as a main single backhaul segment for rural areas, aircraft, vessels, and trains; as additional backhaul means to opportunistically provide additional connectivity/bandwidth resources, also improving service continuity; or as a pure transport subnetwork. Associated outcomes are in the field of Smart Cities, Smart Industry, and Smart Farm. 
9.3 [bookmark: _Toc39842893]Evolution of Networking Architectures [Rute Sofia/Florian Zeiger/Hans-Peter Huth]
9.3.1 [bookmark: _Toc39842894]Rationale. 
The appearance of smart miniaturized satellites has facilitated the deployment of satellite constellations in a large number (e.g., hundreds of satellites). These deployments, albeit complex, introduce the possibility to explore satellite-to-satellite communication in an opportunistic way, to assist in the support of the most varied Internet scenarios, and particularly covering wide area regions. At the same time, the Internet fringes are expanding with the integration of the most varied IoT devices, which interconnect to the internet in large-scale and over large distances. This added complexity brings in the need to rethink the underlying support for end-to-end data exchange based on satellites. The design of underlying network architectures, where the majority of services are IP based, needs to take into consideration new challenges such as the large volume of mobile devices involved in data exchange; the increasing number of technologies to support; the possibility to explore direct data exchange between satellites, given that smart, small satellite constellations can be seen as self-organizing systems with capability to store and forward, as well as to pre-process large sets of information.  Moreover, it is essential to consider that smart satellites can be envisioned as Edge devices, and that terminal to satellite use-cases need to be supported as well.
9.3.2 [bookmark: _Toc39842895]Scope
The overall networking infrastructure for terrestrial-nonterrestrial airborne networks of today is based on a hierarchical communication model [2], where, from an end-to-end perspective, satellites provide point-to-point forwarding support, e.g., to/from groundstations or terminals. In the ground there is a complex interconnection of heterogeneous networks, where groundstations are usually statically configured (e.g., IP/MPLS/Ethernet). Moreover, IP data aggregation is often performed on a single point, e.g., ground station to LTE). Then, in order to ensure adequate data privacy, strict security policies are enforced on a case-by-case basis. 
This design needs to evolve to accommodate, firstly, a significant growth of end-user devices and IoT devices. Use-cases based on terminal to satellite data exchange are expected to become more relevant given the need support of thousands of embedded, resource constrained, eventually low-cost end-user devices, as expected in IoT scenarios, over large distances, where the fact that users may also share connectivity with thirds should not be overlooked. Scenarios associated with this type of communication paradigm can derived, for instance, of Mobile Crowd Sensing paradigms in Smart Cities, or mobile video distribution. To better support these scenarios it is necessary to support opportunistic cellular (D2D)/wireless data exchange by ensuring, for instance, a smooth integration of Delay Tolerant Networking (DTN)/Information-centric Networking (ICN) paradigms into elements that are today the basis of the IoT data exchange, e.g., gateways, or specific Edge devices. Such integration is essential to assist content-driven, context-aware routing approaches, for instance, as well as to integrate, by design, multi-homed or multi-path approaches allowing, e.g., a terminal may use several satellite providers for enhanced availability. 
Secondly, the current terrestrial-airborne networking architectures need to evolve by accommodating smart satellites as new Edge elements. It is imperative to consider ways to support global interoperability in a way that is interoperable with today's networking architectures, which consider TCP/IP based services and also consider new environments, such as Industrial IoT, where legacy non-IP devices abound. It is essential to address multi-provider network management and ways to automate the management of data exchange, also considering how to assist direct data exchange across satellite constellation. It is also relevant to address a more dynamic routing behavior on selected pools of ground stations which may support dynamic, secure IP routing (e.g., based on context-awareness). By working the proposed aspects, it is expected that a higher degree of interoperability towards data exchange across heterogeneous networks in both current ground-to-satellite communication, and in future scenarios, including direct communication from terminal to satellite constellation.
In this framework the following challenges must be addressed. 
9.3.2.1 Design Smart Satellites as Edge Nodes.
From a networking perspective, this requires a better interoperability definition on how to best handle requirements coming from different heterogeneous networks (e.g., ULL, LTE/5G, WiFi 6/WiFi 7) with some degree of automation, and securely [3]. For instance, which functions need to go into a NodeB to support DTN/ICN, or whether or not a smart satellite should behave as a NodeB. Also, how to support translation between IP-enabled field-level devices or terminals (e.g., accommodating an automated translation between different IoT protocols such as OPC-UA, MQTT and DTN/ICN). Such design also requires research on how to handle ways to integrate dynamic routing and context-awareness into groundstations (DTN/ICN support, for instance); how and whether to integrate simplified forms of routing into smart satellites.  
9.3.2.2 Dynamic network management across multi-provider, terrestrial/airborne environments. 
An evolution of the terrestrial/airborne network architecture needs to assume the deployment of large constellations with thousands of smart, IP-enabled satellites in multiple orbits, managed by a single provider, and the interconnection to groundstations managed by another single provider, as well as the offer of multiple services by different providers. To enable a rich and living ecosystem, openness for operators, vendors and service providers on different stages is mandatory. Aspects that should be addressed today to assist this support relate to identifying a best content-centric type of global routing, for instance, a form of source-based routing. It is also relevant to address which simplifications would have to be done to meet small satellite constellation requirements, e.g., low-energy routing). Other aspects concern also the support for inter-domain SLAs, routing, handovers, security, and other topics dealing with interactions of providers and network management. 
9.3.2.3 Assist the integration of direct communication across satellite constellations. 
DTN technology, currently being applied to deep space environments as well as to remote terrestrial areas as a technology that can support intermittent connectivity in challenge environments is a relevant technology in the context of direct communication between satellites, as it relies on the store-and-forward principle, and can handle well network partitions. DTN pushes data to be transmitted into ”Bundles”, which are then transmitted on every possible opportunity between networking nodes. Networking nodes store persistently the received data. Nodes can then send their information without a full knowledge of the topology, and to act in the case of intermittent connectivity, which can be opportunistic or scheduled, thus making DTN relevant also in the context of future smart satellite constellation communication. The ICN paradigm can provide also support for intermittent connectivity and brings in semantics relevant in regard to security and to mobility. Moreover, ICN principles such as the Pub/Sub receiver-driven model are today highly relevant to assist data exchange in environments such as IoT, where an N-to-M asynchronous data exchange is required. The name-based routing of ICNs is a relevant aspect in regard to mobile environments. Coupled with DTNs, the ICN paradigm brings in the possibility to further explore asynchronous communication between earth and space.
9.3.3 [bookmark: _Toc39842896]Expected impact 
The Internet is evolving towards service decentralization, having data and application centers scattered across Cloud/Edge. Also, the increasing number of IoT and Industrial IoT use cases will lead to a tremendous increase in devices and increasing heterogeneity in communication relations between users, data sources, data sinks, backends, and Clouds/Edge-Clouds. Smart satellites and Cloud computing are 2 separate worlds, even though there are some initial efforts to bring these words together, as occurs, for instance with some providers such as Amazon[footnoteRef:35] which starts to develop some form of Edge transition. At the same time, there is a new generation of more complex Internet services to support, e.g., decentralized AI; Augmented Reality; Mobile Crowd Sensing.  [35:  https://aws.amazon.com/ground-station/?nc1=h_ls] 

The evolution of the underlying network architectures, addressing the aforementioned challenges in a way that considers that smart satellites are Edge nodes with the capability to store and forward and to pre-process large sets of information will ignite novel business opportunities and allow satellite systems to evolve beyond the usual forwarding aspects. Satellite-based data centers (such as SpaceBelt, 2019) are highly appealing from a business perspective, as the storage possibilities increase, and the cost lowers. Adding to this, the possibility to store highly sensitive information in areas, which today are not (easily) hackable, are an additional selling point. 
Smart satellite constellations shall therefore become key in the support of data exchange in remote and off-shore areas, for backhauling or emergency communications, to fill gaps in cellular networks as well as to support large numbers of mobile users.
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9.4 [bookmark: _Toc39842897]Evolved Satellite Networks [Michele Luglio]
9.4.1 [bookmark: _Toc37132026][bookmark: _Toc39842898]Rationale.
To really allow the satellite systems to be a component of the 5G network and to be considered one of the possible solutions to guarantee connectivity and best performance, as well as other technologies, it is strictly mandatory to push softwarization, implying to develop all the functions necessary respecting the NFV/SDN paradigm and 5G standard, including the functions implemented in the modem. Then, some functions shall leverage on cloud capabilities and on AI/ML, making SatCom fully compliant with terrestrial technology.
The adoption of a NFV framework standardizes the reference points along which the components interact among one another. It natively supports service chains, providing the basis for decomposition and provisioning of complex network services via a series of interconnected network functions, where each of which could reside in a different (virtual or physical) machine.
9.4.2 [bookmark: _Toc37132027][bookmark: _Toc39842899]Scope
The scope is to design and implement a number of functions realizing also a service chaining by constructing a forwarding graph interconnecting network functions in the NFV layer (Virtual Network Function Forwarding Graph - VNFFG). This concept is analogous to the IETF Service Function Chaining (SFC) standardization effort. A detailed, but non-exhaustive, list of virtualized functions to be developed to make the satellite network fully compliant with 5G architectures is: Transport Layer Optimization VNF, Deep Packet Inspection VNF (DPI-VNF), Adaptive modem and CODEC box, multi beam multi gateway, Bonding proxy, Virtual Cache, Virtual PEP. Some of the listed activities may imply the redesign of the radio access and physical layer to be suitable with these paradigms. More ambitious virtualization research could address the SatCom mission segment functionalities enabling: higher degrees of automation, the instantiation of satellite resources, multi-tenancy schemes and secure SatCom infrastructure “virtual” fragmentation, enhanced and more accessible SatCom resource allocation and usage, hopping beams payload capability. The need to cope also with mobility shall imply to develop efficient and seamless handover at beam, gateway, and satellite level, considering also the advent of the forthcoming big constellations. As a consequence, suitable orchestration schemes, fully centralized or distributed to better cope with the increase of processing delay, shall be developed. The heterogeneity of the technologies involved in the setup of complex architectures requires the definition of new network management models, unifying the different models, each one referred to a single technology, to get a flexible and consistent network management plane, with consequent implications also at system orchestration and security level.
9.4.3 [bookmark: _Toc37132028][bookmark: _Toc39842900]Expected impact
The outcomes of these activities are expected to be the availability of a full set of virtualized functions to be utilized by service providers and virtual telecom operators (agnostic from technological point of view but wishing to achieve the best performance satisfying user requirements) installed on servers along the network infrastructure, ready to be instantiated when needed. The network management will be particularly impacted in terms of resource allocation and dynamicity. The impact will also be an increased use of the satellite segment because no longer depending on the capability to convince content providers, OTT, telecom operators and verticals that they need the satellite but on the optimization of network management algorithms which will utilize the satellite when this really improves performance and increases efficiency. In terms of performance in strict sense, an additional contribution to overall latency introduced by cloud computation shall be taken into account.
The most promising service scenario in which the utilization increase can be more meaningful is CDN management. Both satellite terminals and (more futuristic) payload may be equipped with caching capabilities but, mainly, taking advantage of the intrinsic best cost/effectiveness of satellite-based architectures to set up multicast connectivity, the feed of already deployed CDNs directly through a satellite link has been demonstrated to be optimum and can represent an interesting market perspective.
The development and deployment of networks based on virtualized functions, which will include the satellite segment among the possible technologies to be used to provide efficient services due to the introduced flexibility, will also unleash new business cases for virtual operators. In fact, it will be possible to set up complex networks optimized on specific services satisfying the relative requirements and QoS transparently for the final user who may not be aware to use the satellite but will just enjoy the performance improvement.
9.5 [bookmark: _Toc37132029][bookmark: _Toc39842901]Optical based Satellite Communications [Tomaso De Cola]
9.5.1 [bookmark: _Toc37132030][bookmark: _Toc39842902]Rationale
High Throughput Satellite (HTS) systems are necessary to provide 5G (and beyond) data services in geographical areas where terrestrial networks are not available or the correspondingly offered capacity is saturated or scarce. To achieve aggregate data rates of few Terabit/s in future networks, a very large number of spot-beams with aggressive frequency reuse are needed for RF access, hence making the feeder link the bottleneck of the HTS system. Amongst the different solutions proposed, using optical wireless technology in the feeder link is certainly particularly appealing for the following reasons: 
Wider EM spectrum. The achievable data rate in a point-to-point optical wireless link can be few orders of magnitude larger than with an RF wireless link. 
License-exempt. Optical wireless systems do not require a license for operation. 
Interference management. The propagation conditions of the optical wireless channel, as well as the high directivity gain of the optical wireless transmitter and receiver telescopes, mitigates notably the interference that is generated in ultra-dense deployments.
9.5.2 [bookmark: _Toc37132031][bookmark: _Toc39842903]Scope
information that is received from the gateway. In the “ideal” case of a fully regenerative payload, the optical feeder link terminates in the satellite; therefore, robust Forward Error Correction (FEC) can be used to correct the long burst of bit errors that the turbulent optical satellite channel introduces. Moreover, this approach enables the implementation of advanced signal processing mechanisms on-board the satellite, such as beam precoding, enabling higher spectral/energy efficiency. In contrast, the fully regenerative payload demands the highest processing power on-board the satellite and gives limited flexibility to adapt to modifications on the communication standard during the lifespan of the HTS system. Therefore, transparent non-regenerative “bent-pipe” solutions should be initially implemented regardless if they are analog or digital transparent. 
In the analog transparent payload, the instantaneous value of the RF signal modulates the Intensity of the feeder link Laser Diode (LD). The most practical approach to implement the analog transparent optical feeder link consists in multiplexing the RF signals intended to the spot-beams of the HTS on a different wavelength in the infrared spectral window (1064/1550 nm). This Wavelength Division Multiplexing (WDM) solution enables high flexibility due to its channel scalability. For example, typical dense WDM systems in the C-band (1525-1565 nm) can accommodate 40 (80) optical channels at 100 (50) GHz spacing. For ultra-dense WDM solutions, 25/12.5 GHz spacing is also possible. The random turbulence that exist in the atmosphere leads to wave-front distortion and scintillation. For the uplink, the smaller aperture size of the receiver telescope leads to deep turbulence-induced fading events. For the downlink, the spatial dissemination of the received beam creates a similar effect after coupling the received optical signal into a Single-Mode Fibre (SMF). Different techniques exist to mitigate the effect of turbulence, such as 1) transmit micro-diversity schemes, adaptive Optics, and macro-diversity schemes. 
On the other hand, in the digital transparent payload, I/Q components of the baseband radio signal are oversampled and quantized to guarantee an acceptable Signal-to-Distortion Ratio (SDR). After that, the resulting sequence of bits modulates (digitally) the optical carrier of the feeder link. In the digital transparent payload, only limited signal processing capabilities are required on-board the satellite to reconstruct the complex-valued I/Q baseband signal; moreover, Forward Error Correction (FEC) can be used to protect the transmission against the impairments of the optical turbulent channel. Unfortunately, the digital transparent approach limits the aggregate data rate that the HTS system can support, as the digitalization process expands many times the original bandwidth of the complex I/Q baseband signal that wants to be transported.
9.5.3 [bookmark: _Toc37132032][bookmark: _Toc39842904]Expected Impact
The main expected outcome is to identify a unified technology for the implementation of the optical feeder link. So far, mostly theoretical studies have been reported on the literature on the different implementation approaches. Nevertheless, if a common standardized solution is found in a reasonable time window, large-scale experimental trials could be later organized, paving the way to a full implementation of the technology in an operative HTS system. This way, a giant leap will be taken to integrate the satellite segment into the Beyond 5G landscape.
Once the implementation approach of the optical feeder link is defined, different signal processing methods to mitigate the impact of the impairments introduced by the optical components of the feeder link, the electrical components of the access link, and the different effects that the atmosphere creates on the optical signal mainly (i.e., turbulence, particles, etc.), should be also taken into account. For this purpose, a consensus on the requirements and implementation limitations should be clearly defined, including the use-cases in which the HTS systems will be involved and the KPIs that should be maximized.
9.6 [bookmark: _Toc37132033][bookmark: _Toc39842905]Reconfigurable payloads [Eva Lagunas]
9.6.1 [bookmark: _Toc37132034][bookmark: _Toc39842906]Rationale
New generation of high-throughput broadband satellites will offer unprecedented operational flexibility. The up-coming fully digital and modular payloads brings unrivalled adaptability and agility enabling dynamically resource allocation to assign much higher capacity to designated areas, while other areas with less traffic demand are being illuminated only to gauge demand.
Satellite-service providers are thus investing in reconfigurable payloads in order to provide premium customer experience, while at the same time being able to adjust the satellite missions, even once they are on orbit.
9.6.2 [bookmark: _Toc37132035][bookmark: _Toc39842907]Scope
Payload softwarization is the key development that facilitates the system reconfiguration to accommodate dynamically changing demands, optimizes cost and processes, and enables self-management and automation of operations. The latter combined with a full digital implementation has multiple advantages, namely beam forming allowing any beam layouts (or their combination), full routing allowing any network topology, gradual deployments, dynamic power and bandwidth allocation and interference mitigation techniques. In particular, the new on-board processing capabilities combined with the emerging role of active antenna systems, open the door to advanced resource management techniques capable of maximizing the satellite resource utilization while maintaining QoS guarantees, and dynamically matching the distribution of the satellite capacity on ground to the geographic distribution of the traffic demand and following its variations in time. To this end, the deployment of active antenna systems on-board represent an additional degree of freedom allowing beam reconfiguration over time.  
In a mid-term future, regenerative payloads (demodulation) are foreseen to enhance signal and remove impairments affecting the uplink. Moreover, with the aim of reducing latency and the launching costs, lower orbit constellations are gaining momentum by providing satellite-based data services with a superior end-user experience. The coordination of these small satellites is tightly connected to the resource allocation strategies, not only for maximizing the performance of the forward link, but also to optimize the ground segment (e.g. number of gateways and feeder link allocation/diversity). Inter-Satellite Links (ISL) additionally provide solutions to drive these developments.
9.6.3 [bookmark: _Toc37132036][bookmark: _Toc39842908]Expected Impact
Software-based satellite systems bring important improvements from a network management point of view, by allowing a better orchestration of the satellite resources. Unavoidably, “softwarization” will expand to the whole satellite ecosystem, replacing the custom hardware solutions, resulting in a more flexible and dynamic system with overall better performance and efficiency. Footprints, frequencies and power can be dynamically changed over time to follow the business evolution with the potential to adapt continuously to optimize usage. However, standardization and production in series are key to achieving CAPEX reduction.
9.7 [bookmark: _Toc37132037][bookmark: _Toc39842909]Radio Access Network beyond 5G and 6G [Alessandro Vanelli-Coralli]
9.7.1 [bookmark: _Toc37132038][bookmark: _Toc39842910]Rationale
In recent years, Radio Access Network aspects have been deeply studied and discussed, in the framework of the NTN integration into the 5G ecosystems. Studies have clearly had an impact in 3GPP and shown the feasibility of such integration and the suitability of the terrestrial solutions to the characteristics of the non-terrestrial scenarios.
It has been shown that, with limited and acceptable modifications, the NR air interface can be adapted to the NTN case, thus introducing a completely new dimension in the overall 5G ecosystem. At the same time, it is also clear that the potentiality of the NTN component, considered in its widest sense as the combination of space-born and air-born platforms interacting in different orbits and with different constellations, can be further empowered by future research and  development activities addressing those RAN aspects that can benefit from a design that takes into consideration the NTN strengths and peculiarities, from the very beginning.
In this context, the specific challenges posed by NTNs to the RAN design span all of the system elements, from the ground segment to the payload, from the design of the constellations to the frequency bands and spectrum usage.
9.7.2 [bookmark: _Toc37132039][bookmark: _Toc39842911]Scope
The new multidimensional and multi-layered communication architecture devised for 5G, which will find its full complexity in the Beyond 5G and 6G generations, will call for a drastic change in the air interface design paradigm that will see the flexibility, adaptability, and overall efficiency of the RAN design to become predominant with respect to the classical approach of spectral efficiency maximization.
Notwithstanding the need of exploiting every single hertz at its maximum, the research and development activities related to the Radio Access Network shall focus on the design of techniques able to flexibly and dynamically adapt to different requirements, scenarios, and conditions by maintaining at the same time extremely high spectral and energy efficiencies. In particular, the introduction of GSO and NGSO constellations, active antenna payloads, aggressive frequency reuse call for a RAN design aware of the peculiarities of the NTN component so as to satisfy the overall system KPIs.
Also, for those scenarios where the system requirements call for a shift from a bent pipe to a reconfigurable and regenerative payload approach, it is of a paramount importance to address the design of highly reconfigurable RAN techniques that, thanks to Software Defined Payloads (see the Software defined payloads section), allow the NTN component to adapt to the ever-changing communication scenarios without the need of costly updates of the flying nodes.
The support of multiple logical networks, and even multi radio access, increases the complexity and requires enables as AI/ML in cooperation with data mining solutions (see the Machine Learning for SatCom section).
9.7.3 [bookmark: _Toc37132040][bookmark: _Toc39842912]Expected Impact
[bookmark: _Toc37132041]The expected outcome is the design of a unified air-interface that can provide connectivity in an heterogenous environment, where users may access the network through terrestrial and satellite links, and a reconfigurable radio access network that can be dynamically adjusted to changing conditions and requirements and ease the co-existence of different services. The expected outcome related to radio access network opens new research avenues. As it is summarized in [13], the research and development activities addressing the Radio Access Network of the Beyond 5G and 6G future systems shall provide support for:
Space-borne and air-borne integration;
GSO and highly NGSO constellations (down to vLEO for the space-borne platforms) ;
Multilayer integration and handover;
Multi NTN system integration;
Highly flexible and adaptable air interface for reconfigurable, regenerative, and softwaredefined payloads;
Advanced Radio Resource Management algorithms to allow satellite beams to overlap terrestrial cells and also a seamless terrestrial-satellite integration.
9.8 [bookmark: _Toc39842913]Antennas [Thomas Delamotte]
9.8.1 [bookmark: _Toc37132042][bookmark: _Toc39842914]Rationale
The next generation of satellite communication systems requires a paradigm shift in the field of antenna technologies. Whereas current solutions are mainly based on relatively small reflector antennas with fixed beam patterns, future applications will necessitate the use of larger and/or more flexible antennas able to support higher frequency bands (from Ka-band up to optical bands). These innovative technologies will especially enable the generation of narrower beams for a more efficient use of power and spectral resources. The steerability of the beams will also play a key role to cope with the dynamicity of the traffic demands and avoid interference between different systems (GEO/non-GEO, satellite/terrestrial). Advances in antenna design will thus be of paramount importance to make satellite systems ready for very high throughput requirements and fulfil the challenges of multi-orbit and mobility scenarios. 
9.8.2 [bookmark: _Toc37132043][bookmark: _Toc39842915]Scope
9.8.2.1 Active antenna arrays 
Active phased arrays and metasurface antennas offer the flexibility required for future systems.  Whereas phased arrays rely on many low gain active elements (including especially power amplifiers and phase shifters), metasurface antennas exploit artificial materials whose properties can be modified to produce a desired radiation pattern. An advantage of metasurfaces over typical phased arrays is their lower power consumption and cost. It should however be mentioned that advanced approaches for the design of phased arrays (e.g. sparse arrays) have been proposed to improve the power efficiency and reduce their cost. Low-profile electronically steerable antennas are advantageous for the ground segment design since they can be integrated in the structure of mobile platforms (cars, planes, etc...) contrary to complex mechanically steerable reflectors. This will enable to efficiently establish connectivity with different satellite systems operating in various orbits. Active antenna technologies will also impact fully flexible GEO and non-GEO satellite payloads with the ability to create a given beam response and support null-steering in any direction and at any time. Full use of the Ka-band along with tight tracking beam footprints, spectrum reuse and adaptive resource control will support the growth of the satellite industry in the coming years. For an optimal compromise between the flexibility and the power/mass requirements of the payloads, hybrid analog/digital beamforming architectures will play here a central role.      
9.8.2.2 Large apertures 
Some use cases in next-generation systems will also require the generation of very narrow beams (e.g. to form extremely small main beam footprints with a high power density from a GEO very high throughput satellite). Here, large deployable reflector antennas (∼5-30m diameter) represent an appropriate solution. In the coming years, this technology will be mature enough to support frequencies up to the Ka-band. Moreover, the structure of such large antennas will allow a reconfiguration of their shape to adapt the coverage during the operational lifetime of the satellite. However, the maximum diameter of large deployable antennas will be limited by size and weight constraints. If footprints of only a few kilometers must be obtained, a different approach will have to be considered to form a larger effective aperture. Cubesat swarms are in this case a promising approach. They consist in the deployment of a large number (>100) of small spacecrafts flying in formation to obtain a coherent antenna array of up to several kilometers in diameter. A distributed array is also advantageous in terms of maintainability, scalability and flexibility as elements can be independently added or removed without significantly affecting the system operation. The principle of distributed coherent arrays will also be of interest on ground to build feeder link gateway stations with small aperture antennas instead of using an expensive single large aperture. Meanwhile, due to the challenges still encountered in the design of large-scale distributed arrays (e.g. time and phase synchronization), technological maturity will only be reached within the next decade.   
9.8.2.3 Multiple antenna technology 
Since future systems will mainly use spatially separated antenna elements on Earth (gateway stations, users in a multibeam coverage) and in space (antennas on one or several payloads), advanced spatial multiplexing approaches will be used to improve spectral efficiency. The approach which is known as the multiple-input-multiple-output (MIMO) scheme enables to transmit independent signals in the same time and frequency resources and is already widely used in terrestrial networks. The use of multiple antennas can moreover provide additional gains and features for transmission and communications security on the physical layer.
9.8.2.4 Optical terminals
Optical bands provide significantly larger bandwidth and enable the design of antenna terminals with lower power and mass requirements than radio frequency technologies. Moreover, thanks to the high antenna directivity in these bands, no frequency regulation is necessary, and the link security can be inherently guaranteed. Optical terminals thus appear as a promising solution to establish very high throughput intersatellite and ground-to-space/space-to-ground links. The optical technology will however need to fulfil demanding pointing accuracy requirements (on the order of a few µrad) to avoid a failure of the links. Earth terminals will also have to cope with strong atmospheric turbulences. To this end, approaches such as adaptive optics or multiple aperture ground stations can be considered.        
9.8.3 [bookmark: _Toc37132044][bookmark: _Toc39842916]Expected Impact
The development of new antenna designs will be a key enabler for the seamless integration of satellites in existing and future wireless networks. In a digital world where connectivity anytime, anywhere will be required, flexible beam steering will allow the operators to effectively respond to the traffic demands whereas end users will be able to benefit from high speed and lower latency connections with non-GEO satellite constellations. Innovative design methods and mass production are expected to significantly reduce the costs of adaptive antennas. On the other hand, on-going activities in the domain of large deployable reflector antennas have also brought advances which will impact in the coming years the design of GEO ultra-high throughput satellite systems for which high power density and/or very small beams will be required. To further increase the effective aperture size, cubesat swarms also appear as another promising solution. Their technical maturity will however only be attained on a longer-term perspective. Finally, optical terminals will pave the way to highly directive intersatellite and ground-to-space/space-to-ground links with very high throughput.   
9.9 [bookmark: _Toc37132045][bookmark: _Toc39842917]Spectrum usage [Marko Höyhtyä]
9.9.1 [bookmark: _Toc37132046][bookmark: _Toc39842918]Rationale
Radio spectrum is a limited resource and the ability to access spectrum is critical for wireless applications. The spectrum allocation discussions for satellite and terrestrial networks remains as a very timely topic due to coming 5G rollouts and New Space networks including NGEO constellations. Studies are on-going in re-allocating the used spectrum e.g. from satellites to 5G terrestrial networks also in higher frequency bands, supported by regulatory conclusions in World Radio Conferences. Conventionally each radio system has its own operational band and the world is shifting more and more to flexible spectrum sharing. Satellite industry has good arguments to defend the situation in order to provide ubiquitous critical services as well as being part of development of future spectrum decisions.
Integration of NTN technologies to the 5G and beyond system creates a three-dimensional multi-layered architecture. There are multiple coexisting links in the architecture between the systems in different layers as well as inside a layer such as intersatellite links of a NGEO constellation. Most of these links are implemented with RF technologies, thus requiring RF spectrum. Simultaneously there is a trend to go to higher frequencies both in terrestrial and satellite systems, mainly driven by increased capacity and bandwidth needs that cannot be fulfilled with currently used frequencies. Very high throughput satellite systems aiming to achieve terabits per second connectivity need to use large bandwidths that are only available in Q/V band (30-50 GHz) and higher. It is therefore evident that there is a need to study both how new frequency bands could be used to provide services to end users as well as studying how the existing and new bands could be most efficiently exploited and shared. The overall challenge is to develop new technologies for dynamic and flexible spectrum use and practical licensing models, while being able to protect satellite usage.
9.9.2 [bookmark: _Toc37132047][bookmark: _Toc39842919]Scope
The multi-layered system could either be integrated into a single system controlled by the same core network or not so tightly integrated system where e.g. systems in different layers may coexist in the same area, possibly using same frequencies. Thus, the spectrum use research regarding the multi-layered architecture can be in high level divided into two topics: 1) Going to higher frequencies and 2) Spectrum sharing. Both can be seen as enablers for achieving increasing capacity requirements.
9.9.2.1 Spectrum sharing
Dynamic spectrum sharing techniques are essential in the envisioned multi-layered architectures to increase bandwidth and enable more services to the users. While previous research has looked at many possible technologies, new challenges arise regarding the new frequency bands and new sharing scenarios. This can consider 1) Sharing between satellite systems, 2) Sharing between satellite and terrestrial systems and 3) Applying AI techniques to enable sharing and predictive routing in a mobile 3D networks taking into account movement patterns of different aerial and space platforms.
Coordinated ways to share spectrum with guaranteed QoS such as licensed spectrum access (LSA) can be used to provide predictable access to spectrum to sharing parties (such as secondary operators). Predictable quality of service is essential for the operators in order to be able to invest in the infrastructure and the development of services. Many techniques such as power control, beamforming, and carrier aggregation can be used in conjunction with the licensed sharing. Particularly interesting are techniques allowing seamless integration of networks, e.g. NFV/SDN based negotiation and handling of spectrum resources, will make use at convenience of advanced ground-based and space-based radio access and management techniques to ensure systems coexistence.
Alongside spectrum sharing techniques, new technologies are needed to accurately assess spectrum use and avoid harmful interference situations according to the increased complexity of the upcoming spectrum picture, characterized by a significantly higher number of actors and inter-dependencies among them. The proposed spectrum sharing techniques need to be regulatory compatible, economically attractive and viable, and technically efficient.
9.9.2.2 Higher frequencies
In order to support ever-increasing need of capacity, spectrum sharing can provide some help. However, one needs to look new, higher frequency bands such as W band for new services. Channel characterization and measurements from different orbits and altitudes are required to understand the potential. Also spectrum sharing studies with Q and W bands will be needed. Antenna developments for space and ground segments are expected as described in earlier sections.
These descriptions complement following sections of the document: 1.6 regarding the efficient use of spectrum in a frequency channel, 1.7 antenna technologies for high frequencies, and 1.9 AI techniques for better resource use.
9.9.3 [bookmark: _Toc37132048][bookmark: _Toc39842920]Expected Impact
The expected outcome of the spectrum related activities will benefit the whole wireless community by enabling more users to access limited spectrum resources and exploit higher frequency band for new services. Particularly this will lead securing proper spectrum resources for satellite communication missions. A flexible spectrum allocation approach, especially coordinated spectrum sharing for non-tightly integrated systems in the multi-layered architecture and sharing fostered by international and national administrations is foreseen. 
Operators can use spectrum sharing to decrease costs and increase efficiency of the resource use. On the other hand, spectrum sharing will enable innovation and can be used in providing complementary services in the same spectrum. Licensed spectrum sharing system allows only licensed secondary users to use the spectrum. The model is a promising concept for both terrestrial and satellite bands aiming to ensure predictable QoS for all the holders of the spectrum use rights. It is foreseen that coordinated spectrum sharing approaches will enable new business models and promote collaboration between satellite and terrestrial players.
The new class of spectrum management procedures is expected to take into use latest advancements in radio access and management techniques of satellite and terrestrial domains. This will enable successful deployment of these techniques in practical systems to come.
9.10 [bookmark: _Toc37132049][bookmark: _Toc39842921]Artificial Intelligence for SatCom [Miguel A. Vazquez]
9.10.1 [bookmark: _Toc37132050][bookmark: _Toc39842922]Rationale
The NewSpace economy is primarily dominated by the necessity of substantially reducing the operational costs of satellite systems. This fact involves rethinking the entire set of space operations from both ground and space segment. Similarly, to other industries (e.g. automotive), satellite communication stakeholders are targeting a digitalization and automation of many functionalities currently managed by engineering experts. For instance, managing unintentional interferences constitutes one of the major time consuming and; thus, expensive roles of the satellite control centre [20]. Reducing the time-to-react of interference events by automating its detection and classification represents a relevant cost reduction and quality-of-service increase to the satellite customers. 
New satellite technologies will also require their proper automation with the aim of being competitive in the global internet access. In particular, the deployment and management of mega-constellations presents a challenging multiagent problem. These systems do not only present issues on the possible collision of different space elements, but also its radiofrequency emissions which may cause interference to other GEO or NGEO systems. In this context, automating system level decisions is a must since human intervention might be very difficult. Artificial intelligence allows fast decision-making even in millisecond timescales in order to meet full potential of integrated systems consisting of space-borne, air-borne and terrestrial components. This could include predictive spectrum allocations, predictive routing, and even autonomous replanning at the satellite without the delays introduced by the decision-making loops on ground. 
The integration of satellite and terrestrial networks obviously calls for adequate resource allocation schemes, considering traffic variations across the entire network as well as the characteristics of the various links over which data delivery should be carried out. Given the high heterogeneity of networks in play, an efficient resource allocation concept must be implemented at the different layers of the protocol stack. In a first instance, the simultaneous use of different frequency bands as well as the opportunistic access of the same one will have to be properly coordinated by means of adequate cognitive systems. As such, efficient spectrum management will be of paramount importance to mitigate and where possible avoid cross-link interference. In turn, the capacity request from different vertical services will have to properly map on different network slices, to properly met QoS guarantees across the entire network. To this end, efficient joint resource allocation schemes will have to be developed, depending on the different traffic flavor and network condition variations over time. Therefore, the use of AI/ML concepts will play an important role, especially in the short-term prediction of operative network conditions, as it will be instrumental to efficient network selection and therefore the consequent resource allocation.
Considering the above discussion, we think that satellite communication industry is dealing with a short-term automation process of already launched systems and a medium/long term technology development of forthcoming systems based on GEO and NGEO satellites. Although some of the functionalities of the mentioned systems could be tackled by rule-based tools (e.g. if A then do B else do C), other mechanisms would require the use of machine learning techniques. In the following, we provide some examples of potential usages of machine learning in SatCom.
9.10.2 [bookmark: _Toc37132051][bookmark: _Toc39842923]Scope
While spectrum sensing signal processing approaches have been studied and deployed during decades, certain interference detection aspects that appear in satellite operations would require additional approaches. For instance, in band interference or intra-system interference which consists of having the same signal duplicated in the same frequency bin. For these spectrum monitoring scenarios, the use of deep learning could potentially allow the detection of a variety of spectrum events [A]. Once the interference is detected, satellites being launched this year will have the capability of reacting to this situation in order to meet the customer service level agreements. This involves to judiciously change the frequency allocation, transmit power and beamforming of the satellite payload. Although an operator could try to provide a new configuration based on the location of the undesired interference and the affected bands, an automated system able to configure the payload will reduce the time-to-react. This configuration update can be based on genetic algorithms [B], [C] with a potential support of deep learning regression techniques [C].
Other promising applications of AI/ML in the SatCom field are those related to Physical Layer aspects where traditional signal processing algorithms can be enhanced,  such as channel estimation in non-linear systems [E] or signal classification [C] .
Finally, mega-constellation systems offering capacity to mobile users such as vessels and airplanes must tackle a two-level dynamic environment: the satellite and the user terminals. This varying system must be able to deal with potential hotspots beams (i.e. a coverage area which a high demand) that change over time and satellite. Although a classical data fusion between satellite and user terminals trajectories may help in detecting these hotspots, demands and motion present a stochastic nature which could be tackled via data-driven algorithms. In other words, the past detection of hotspots may support the inference of future ones.
Future satellites serving multiple, very different user applications may want to support AI/ML directly within the satellite and offer these AI as a service for end user applications. Recent advances in embedded AI accelerators promise significant performance and lower energy consumption so the integration into a flying edge cloud is possible. This can enable a multitude of new applications, i.e. pre-processing image data or meeting intelligent control decisions.
9.10.3 [bookmark: _Toc37132052][bookmark: _Toc39842924]Expected Impact
As a general statement, the adoption of machine learning mechanisms by the SatCom industry aims to increase the efficiency of current systems by reducing the operational costs and the processing time of certain operations. At the same time, in the future systems it is envisioned that some functions, due to its complexity, will not rely on classical operations but on data-driven techniques. The digital transformation of the satellite industry will allow to discover new potential opportunities. Having an easy access to data sources will promote the creation of innovative SMEs and innovation departments in big companies able to provide data-based solutions to unexplored SatCom aspects.
[A] Sreeraj Rajendran, Wannes Meert, Vincent Lenders, Sofie Pollin: Unsupervised Wireless Spectrum Anomaly Detection With Interpretable Features. IEEE Trans. Cogn. Comm. & Networking 5(3): 637-647 (2019).
[B] M. Á. Vázquez, P. Henarejos, J. C. Gil, I. Parparaldo, A. Pérez-Neira, Artificial Intelligence for SATCOM operations, in Proceedings of SpaceOps Operation 22-25 May 2020, Cape Town (South Africa).
[C] M. Á. Vázquez, P. Henarejos, A. Pérez-Neira, E. Grechi, A. Voight, J. C. Gil, I. Pappalardo,  On the use of AI for satellite communications, IEEE SSC Newsletter December 2019.
[D] Yoshua Bengio, Andrea Lodi, Antoine Prouvost: Machine Learning for Combinatorial Optimization: a Methodological Tour d'Horizon. CoRR abs/1811.06128 (2018)
[E] Björnson, E., & Giselsson, P. (2020). Two Applications of Deep Learning in the Physical Layer of Communication Systems. arXiv preprint arXiv:2001.03350.
9.11 [bookmark: _Toc37132053][bookmark: _Toc39842925]Security [Barry Evans]
9.11.1 [bookmark: _Toc30449046][bookmark: _Toc37132054][bookmark: _Toc39842926]Rationale
There is a potential for running large number to applications and services over a hybrid satellite and mobile networks. Therefore, it is not enough to just provide end-to-end security at the application layer (such as encrypted video stream at the application layer). In 3GPP 5G standards new network security  schemes are incorporated and as we look more towards integrated systems with satellite being used to roll out 5G security systems must operate over mixed delivery systems. There is a challenge here to involve the special characteristics of satellite systems. There is need to address security problems for the future hybrid satellite and mobile networks and the new services applications. In addition more emphasis is being placed on interplanetory systems as we focus on lunar and then mars missions where again security in these environments needs to be visited.
9.11.2 [bookmark: _Toc30449047][bookmark: _Toc37132055][bookmark: _Toc39842927]Scope
There is a potential for new security topic in future satellite Communication such as:
9.11.2.1 Satellite and future mobile networks security integration:
An example of future mobile networks is the 3GPP 5G system. There is a need to address the security interworking between the two systems (satellite and future mobile networks).  3GPP defines two interfaces for native 5G and non 5G access networks:
1. 5G native interface with 5G-AKA (Authentication and Key Agreement) procedures: This means tighter satellite integration into the 5G security system.
2. Non-3GPP Interworking Unit (N3IWF): Satellite will use a recently defined EAP-AKA procedures. This implies looser security integration than 5G-AKA.
There is a need for detailed security analysis of the two scenarios above, supported by simulation/emulation or real-life demonstrators. 
9.11.2.2 Blockchain Technology (BCT) for secure SatComs
Most of the previous security studies focused on key management authentications and routing protocols.   BCT is a decentralized and distributed database invented by Satoshi Nakamoto in 2008 and used widely in digital currency.  The main property of BCT is, it provides and authenticated record of history of changes such as configuration and re-configuration history of the satellite and space information network. Therefore, there is need to explore the advantages BCT in future satellite networks such as resilience to DoS, DDoS and insider attacks. Also BCT challenges should be examined as well, such as public and private BCT, the BCT database storage and distribution for all satellite nodes in the network.
9.11.2.3 Quantum Key Distribution (QKD) and key management over satellite
QKD is now a mature quantum communication protocol which allows the verifiably secure sharing of encryption keys between two communicating parties. There has been a series of proof-of-principle demonstrations of satellite-based quantum key distribution in 2017.  There is a need now to expand the QKD key-management aspects such as access control, primary and secondary communication security key derivations and key lifecycle management.
9.11.2.4 Secure multicasting over satellite:
Multicasting is an important use case in satellite and future mobile networks such as using Multi-access Edge Computing (MEC) platform for Content Delivery Network (CDN) integration with efficient edge content delivery. Assuming that the current multicasting technical challenges in mobile networks are resolved such as MBMS, then secure multicasting should also be analyzed in detail, such as group key management and access control. ESA have had previous studies on secure IP multicasting over satellites. Therefore, the secure group communications should be re-examined in the context of multicast key management architecture and security interworking in hybrid satellite and future mobile networks environment.
9.11.2.5 New mechanisms of security at RF level:
With the expected emergence of new SatCom architectures, supporting GSO and NGSO satellites combined with other aerial networks such as HAPS and UAVs, the need to protect and secure communications from threats such as unintentional interferences, intentional jamming attacks or signal spoofing will significantly increase. To countermeasure these threats, new mechanisms of security at radio level should be examined, such as the combination of advanced SIGINT (Signal Intelligence), AI (Artificial Intelligence) techniques and location of interference or attack sources.
9.11.2.6 Secure multiple access
Multiple access techniques are becoming more and more sophisticated in order to achieve higher spectral efficiencies. However, cyber security threats to multiple access systems can still be very effective regardless of the access technique, including jamming, interruption or endangering of the overall satellite communication system. Hence, security enhancements or protocols are needed at the lower layers of return channels.
9.11.3 [bookmark: _Toc30449048][bookmark: _Toc37132056][bookmark: _Toc39842928]Expected Impact
Good security solutions will be essential and a strong enabler for the integration of satellites for the new 5G applications such as smart cities Intelligent Transport Systems, eHealth, smart content distribution and Industry 4.0 (including Industrial IoT, IIoT) as well as extensions of space networks to the planets.
9.12 [bookmark: _Toc39842929]Communication, Computation and Storage [Ángeles Vázquez-Castro]
9.12.1 [bookmark: _Toc39842930]Rationale
The challenge of efficient operation of large multi-layer non-terrestrial architectures of in-orbit nodes call for a higher level of structure. It is no longer enough a hierarchy of non-terrestrial nodes based only on orbit, size and communication aim. Hence, the in-space nodes (possibly software-based) can be given different functions/roles in the converged network. This will not only facilitate (possibly software-based) control and operability but also new business models.
A fundamental functional distinction in upcoming applications and services is communication and computation (e.g. as required for AI and/or in-orbit cloud services), both requiring storage at different levels. With this distinction of communication, computation and storage, it is possible to foresee different orbital planes/layers of nodes providing services to other planes/layers of nodes. As an example, while data gathering is clearly more efficiently performed by LEOs, the large amount of required data storage can be serviced by a GEO layer, which can both perform computational services on the data and/or download to Earth also more efficiently.
9.12.2 [bookmark: _Toc39842931]Scope
A structured dense space network enabling efficient services among different orbital planes/layers of nodes requires innovation and novel research topics.
An important consequence of different orbital planes/layers of nodes providing services to other planes/layers of nodes is that links need to be tailored to the functional roles. For example, links for data transfer when approaching the storage and/or computation nodes should be adaptive with performance targets different to those for communication.
9.12.2.1 Coding for dynamic multi-source transmission 
It is clear that the large amount of data that will need to be handled will require not only optimized adaptive links but also novel concepts of transmission and coding. Specifically, energy-efficiency will be essential for achievability of competitive costs per bit/channel use. Hence, simultaneous transmission from different satellites to another one needs to be optimized for example using coding across sources taking advantage of geometrical properties.
9.12.2.2  Coding for secure distributed storage dynamic systems
While a number of fundamental results already exist for secure distributed storage in terrestrial systems, these are not directly applicable to non-terrestrial systems due to the orbital dynamics and diversity of the satellite hardware limitations. However, (efficient) secure distributed storage is essential in space due to energy, hardware limitations and proximity of satellites in a dense space network.
9.12.2.3 Peer-to-peer protocols for data access
Data storage and/or computing may take place at different orbital layer, hence, access protocols to stored data at any time need to be developed.
9.12.2.4 Orbital topologies and reprogrammable satellites for computation and storage 
Current orbit and constellation topologies are predominantly optimized for communication with satellites with communication payload for typical channels ground-to-satellite, satellite-to-ground or inter-satellite. However, new orbital geometries and re-programable satellites will facilitate secure and efficient in-orbit cloud services for storage and/or computation. 
9.12.3 [bookmark: _Toc39842932]Expected Impact
1. Substantial reduction of cost per bit/channel use due to the correct distinction between in-orbit resources and roles for communication, computation and storage.
4. Further structure in the non-terrestrial network, which allows better control and more agile design of new services. 
5. Facilitates the functional-based re-programmable design of space nodes considering the communication, computation or storage services that the node can obtain from other nodes.
6. Facilitates new business models where in-orbit nodes (e.g. data gathering or security) are serviced by other in-orbit nodes (e.g. storage nodes collect the data gathered or offer Blockchain Technology (BCT) nodes).
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10. [bookmark: _Toc506643668][bookmark: _Toc39842933]Opportunities for Devices and Components
Progresses in all aspects of the wireless network are highly dependent on electronic technologies, components and devices that are used for implementation. This chapter gives an overview of the expectations towards the component and device researchers, designers and manufacturers to support the requirements of wireless networks up to the end of this decade. This includes the whole range of components such as processors, memories, analog, RF, converters, antennas, packaging and optical components.
8. [bookmark: _Toc39842934]
9. [bookmark: _Toc39842935]
[bookmark: _Toc39842936]Sub-10GHz RF
The market of sub-10GHz has been dominated by cellular networks based on 3GPP standardized radio access and Wi-Fi local area access of 802.11 family. Mobile connectivity has utilized even larger portions of the spectrum at frequencies up to 6GHz. LTE (4G) and advanced Wi-Fi features will be complemented by ISM band applications from Bluetooth to home automation, NFC and IoT with narrowed spectrum allocations as well as satellite-based positioning systems. 
The trend has been and will be for a more efficient use of spectrum at the range that is the most suitable for compact and highly integrated electronics, i.e. RFICs with efficient DSP in terms of form factor, cost and power consumption in battery operated devices. Although technologies for RFICs and other components may sound mature and speed of any transistor is not a bottleneck, complexity of the designs has become enormous and on the other hand new data intensive applications require enhanced broadband operation. In addition, limited and scattered spectrum availability will lead to increasing parallelism of signal paths from antennas through RF to DSP. Both carrier aggregation to enhance data rate over several bands and massive MIMO to use spectrum more efficiently at those bands multiply the parallel active RF signal paths. 
The challenges are obvious but hard to tackle including increased power consumption and interference between simultaneously operating radio paths (co-existence). For those, the solutions cannot be overcome solely by bulky filter banks at the front-ends but require increasing signal purity at transmitters and improving linearity and internal filtering capability in the receivers. This cannot be simply solved by increasing digital content due to bottlenecks in digital conversion. Even if higher resolution ADCs and DACs can shift part of the processing to digital that is in many ways highly beneficial, the new requirements mandate similar or even faster development of RF circuitry including antennas, external filters and switches as well as RFICs to achieve the goals. 
Densifying networks is a must also at lower frequencies and not only starting from mmW region due to better range and frequency utilization including coming cell-free MIMO approaches. Co-optimization from antennas to digital over different technologies and techniques is a core competence in this field in addition to squeeze out the best possible performance from the technology. As RF integration is always balancing between speed of the transistor for digital and optimal performance of RF for power amplifiers, highly linear receivers and the best possible RF filtering contradictory requirements determine case-by-case the system partitioning of the functionality to components and IC’s. Large SoC’s and multi-chip RFIC and modem combos have their specific purposes also in the future.
To name the key opportunities in components, programmability and flexibility even beyond well-established topologies is a must. That is not anymore only cleverly placing digital switches inside RFICs, but also techniques that can better jointly optimize antenna-filter-RFIC combination in terms of performance and flexible spectrum use. Holistic view on the system performance gives still many opportunities to boost system performance and minimize cost. Digital content approaches are also needed in classical RF signal processing blocks including digital PLL’s, transmitters and to certain extend also receivers with minimal RF content keeping in mind that dynamic range is the key to solve any near-far problem especially in cellular transceivers and co-existence scenarios between systems. In addition, solutions for simultaneous transmission and reception in the same channel i.e. in-band full duplex are still lacking proper commercialization even for a single band. Multi-band and MIMO pose huge challenges to in-band full duplex. Similar challenges apply both for RF transceivers in mobile solutions as well as in infrastructure with different trade-off in required performance vs battery lifetime.
Finally, opportunities below 10GHz are not only limited to more efficient use of spectrum but serving different kind of applications from narrow-band IoT to radar. These two are among examples that set very specific requirements for the circuits. In some cases, they can be seen as individual problems for specific devices like temperature sensors or hart beat monitoring of elderly people. However, the opportunity to utilize the same, extremely programmable circuitry to achieve multiple goals could enable a new set of new devices. The search for optimal combinations or to design more optimal circuits to serve different combinations is an emerging challenge and opportunity for various wireless systems effectively utilizing spectrum and hardware at frequencies below 10GHz.
[bookmark: _Toc39842937]Millimeter-wave and TeraHertz

[bookmark: _Toc39842938]THz Communications: 
With an important amount of unused spectrum, the sub-TeraHertz (sub-THz) frequencies between 90 and 300 GHz are potential candidates to achieve high-data rate wireless communications and hence to fulfil the requirements of the next-generation of wireless networks [10-1], [10-2]. 
However, before making the deployment of system in the sub-THz band, many challenges need to be addressed. First, the free-space propagation losses increase with the square of the frequency. These losses have to be compensated by using high-gain antennas, which entails severe constraints on antenna directivity and alignment. The design of electronically controlled steerable beam remains today an open issue. In addition, sub-THz systems could suffer from strong phase impairments due to the poor performance of high-frequency oscillators [10-3]. Therefore, the study of new digital transmission schemes optimized to mitigate the impact of RF impairments such as phase noise (PN) is essential to guarantee good performance [10-4].
[bookmark: _Toc39842939]Solid-state technologies for THz applications:
Nowadays, silicon-based technologies offer low-cost solutions for RF and millimetre-wave applications combined with a high complexity in the digital domain. CMOS, however, has its limits in speed and power generation, which become apparent at operation above 100 GHz. This is evidenced in the on-line survey of power amplifiers, maintained by the Georgia Tech University [10-9]. Hence, the very high-speed part of a THz communication transceiver will need a different technology. Application of this “non-CMOS technology” will be limited to the transceiver functions that cannot be implemented in CMOS: transceiver architectures will be designed such that most functionality can be done in CMOS, keeping the non-CMOS part as limited as possible. 
 In the H2020 NEREID CSA project [10-7], IC technologies are compared based on wireless transceivers and their most critical/representative RF building blocks:  a power amplifier (PA),  a low noise amplifier (LNA), and a voltage-controlled oscillator (VCO).  Based on the performance of these circuits a spider diagram can be constructed (see figure below), which uses eight criteria:
[image: ]The Power capability depends on the maximum bias voltages that can be applied over a transistor  and the maximum current capability. The High-Speed Digital Integration capability is a function of inverter size and efficiency (transit time / current). Here, again, a disclaimer needs to be made that digital functionality will be adapted to enable CMOS integration, even if other technologies could offer better digital circuit performance. Next, the selectability is the ability to switch RF signals with high isolation (low loss, high isolation). The linearity of transistors is given by their input-output relationship (e.g. x2 for a quadratic device  or ex for a bipolar transistor). Further, matching between 2 minimum-size transistors is an important criterion in differential circuits which are widely used, from low frequencies up to mm-wave frequencies.
Isolation and HQ Passives depend on the substrate resistivity and on the availability of a thick metal.  This gives the ability to limit the effect of pulling of a VCO by a PA, and to have high-Q passives in dielectric conditions. The couple fT/NF is the property given by the cutoff frequency fT and the minimum noise figure NFmin of the technology. The cutoff frequency indicates the potential for high-speed digital applications and NFmin for the lowest achievable receiver noise. Further, fmax is the frequency where power gain has dropped to 0 dB. Typically, the maximum frequency of operation for RF amplifiers (which need to able to make a minimum amount of power gain) is limited to about fmax/3.
[image: ][image: ]A connectivity roadmap has been defined in [10-7] for three main application domains, namely D2D (device to device communication), indoor and outdoor applications. An outlook is given for the medium term (5 years outlook) and for the long term (10 years). Based on this analysis, the connectivity requirements for each process technology can be extracted. This is illustrated in the next figure. The main difference between the technologies is the output power. At low mm-wave frequencies, GaN is the champion here. However, in outdoor applications and also in most indoor ones, beamforming will be used. Then the required transmit power per PA is drastically lowered compared to one single antenna path, making many technologies suitable for the entire front-end including the transmit part.   Further,  for some D2D applications the linearity constraint can be relaxed. Whatever the application, increasing the operating frequency will impose strong specifications on fmax and NFmin, while increasing the data rate will require a higher fT. NEREID’s forecast for these 3 device parameters is 1THz for both fmax and fT and 0.5dB for NFmin.
In the spider diagrams we consider different (non-CMOS) technologies that are available at this time of writing:  silicon-based ones (RF-SOI, FD-SOI, SiGe BiCMOS ,) III-V on silicon substrates (GaAs/Si, GaN/Si) and III-V on native substrates (InP). The benefit of BiCMOS and FD-SOI is the ability to combine mm-wave circuits with complex digital circuits, although to a lesser extent than ultra-downscaled CMOS beyond the 10nm generation.   RF-SOI and new GaN/Si bring RF power and selectability. For generation of power in the D-band and in higher frequency bands, the survey of [10-10] indicates that the best performance is obtained nowadays with InP. A deployment of InP on a very large scale is hindered today by the small number of metal levels that are typically available in commercial foundries and by the small wafer sizes. Integration of high-mobility III-V devices on 300mm silicon wafers as in [10-13] and going further to co-integration with CMOS is currently investigated. Another route is a further evolution of silicon bipolar transistors, for which cutoff frequencies above 1 THz are predicted [10-14]. BiCMOS has the advantage of being a silicon technology, with a larger ecosystem than e.g. InP but still, the product of mobility and breakdown voltage of III-V devices is higher. Finally, GaN HEMT devices are also subject to downscaling and might become a strong candidate for D-band operation when gate lengths well below 100 nm can be realized. Operation at 100 GHz with 100nm GaN on SiC devices with gold metallization has already been demonstrated but still with moderate efficiencies for a PA [10-15]. Also here, a wide deployment of GaN devices might benefit from integration on 300 mm wafers and with many Cu metal levels as in [10-15].
Finally, THz communication will use very wide bandwidths to accommodate high data rates. As a result, the bandwidth that needs to be handled by baseband (both analog and digital) circuitry is huge, compared to the early days of wireless communication. This is a challenge for the design of analog-to-digital converters. There will be a need for ADCs with clock rates beyond 10 GHz. The ADC typically resides on the same chip as the digital functionality of a transceiver, which, for mass-market applications, is expected to further follow the CMOS downscaling trend. It still remains an open question how the performance of extremely high-speed ADCs will evolve when logic devices will transition from a finFET device architecture to a gate-all-around structure or even forksheet devices [10-16].
[bookmark: _Toc39842940]Passive THz Imaging:
THZ Imaging state of the art (SoA) reports two main competing categories of 2D-array image sensors:
1. The above-IC bolometer-based THz image sensors based on a classical infrared (IR) sensor that offer a high sensitivity and currently a good maturity [10-8].  but, using two different circuits, it is an expensive solution. 
2. The monolithic CMOS-based THz imagers have recently emerged as low-cost competitors [10-9, 10]. Even with their current poor sensitivity (1000 times less than bolometer-based sensor), these CMOS-based THz image sensors have proven to be a viable cost-effective alternative to bolometer-based imagers.
Passive THz Imaging has applications in digital health technologies, passive, continuous, home-based monitoring of biochemical markers in biofluids, such as sweat, tears, saliva, peripheral blood and interstitial fluid. 
[bookmark: _Toc39842941]Active mm-wave and THz radar imaging:
Active radar imaging makes it possible to add the range and even Doppler dimensions to the image (3D or 4D imaging). On the lower edge of the spectrum, in the mm-wave and low THz bands, radar imaging is evolving fast to satisfy the requirements of ADAS and autonomous driving. The trend there is to resort to MIMO techniques whereby a virtual antenna array is created with a size equal to the product of the number of TX and RX antennas. 79GHz radar imaging with wide field-of-view, resolutions of 1 degree by 1 degree and cm-scale range resolution is experimentally feasible today and radars with wide field-of-view and LiDAR-like resolutions is an active field of applied research. Using higher carrier frequencies such as 140 or 300 GHz is a longer-term trend, resulting in smaller form factor or better angular resolution as well as better range resolution, thanks to the wider bandwidths. Some experimental radar chips show already the potential of CMOS in the low-THz regime (140 GHz) [10-9]. These highly miniaturized radars will enable new applications, such as intruder detection, gesture and activity recognition, and heart rate and respiration rate monitoring, among many others.
[bookmark: _Toc39842942]Ultra-low Power Wireless
It is expected the number of IoT nodes will continue to grow to 100 billion by 2030, and ultra-low power wireless connectivity will be the key enabler. However, the existing wireless connectivity has limitation to support such large number of nodes. For example, battery replacement of billions of sensor nodes will not be feasible. Additionally, the trend is to spatial awareness to the IoT end-nodes using the front-end already used for radio communication. Using the sensing capabilities, channel state information can be collected. This allows for new types of applications like presence detection or localization. These functions will pose additional requirements on the radio front-end and thus the design choices. To further scale up the number of IoT nodes, several important challenges need to be overcome. 
[bookmark: _Toc39842943]Battery-free operation
Batteries will be the primary limitation of IoT nodes. Manually battery replacement of 100’s of billions IoT devices will be too expensive, and the disposed batteries will be a serious environmental issue. To support a sustainable growth of the IoT devices, battery-free operation will be a key solution. 
Most of the existing battery-free wireless communications adopt simple modulations (e.g., backscattering) and protocols. However, they will not be able to scale up to network with large number of nodes. One potential solution as demonstrated in [10-17] is to adopt a “back-channel compatible” wake-up receiver which monitors the energy profile of the signals sending from the central hub. This wake-up receiver consumes very low power consumption, so it is compatible with battery-free operation. It only activates the main transceiver for sending sensor data only if certain energy profile is detected. 
[bookmark: _Toc39842944]Spatial Awareness
For spatial radios, we can differentiate between active and device-free localization. In active localization, two (or more) IoT nodes are ability to measure the distance between them, using channel state information. For device free localization, time variation of the channel state information is used to detect changes in the propagation environment, e.g. due to human movement [10-18].  
Currently, channel state information is often based on received signal strength (RSS), mostly because it is easy to implement. However, in multipath fading environments and increasing distance the accuracy is rather poor. To improve robustness against multipath fading, it is well-known that a large radio signal bandwidth is required. This will increase spatial resolution, beneficial to both active and device-free localization. 
Using the concept of phase-based ranging [10-19], a wideband view on the radio channel can obtained. By sounding the radio channel in a sequential manner over individual narrowband channels using half-duplex bi-direction signals, a wideband measurement of the radio channel is realized. For each individual measurement, only narrowband signals are used, making it suitable for radio front-end used for e.g. Zigbee of Bluetooth [10-20], but also Wi-Fi [10-21]. 
Aside a modification of the radio protocol to incorporate such measurements, also the frond-ends will be impacted, most considerably the Local Oscillator (LO) Generation/Phase Locked Loop. For accurate distance measurements, also the phase of the radio channel should be measured. This means that the generated LO should be continuously, when switching from TX to RX and vice-versa and from channel to channel. This leads to a whole new set of requirements and challenges for PLL design [10-22]. 

[bookmark: _Toc39842945]Antenna and Packages

[bookmark: _Toc39842946]On-chip antennas, lens-integrated antennas, antenna MIMO arrays
Packaging of mmWave/THz chips for low-cost consumer electronic applications requires low-cost packaging solutions. Conventional low-cost silicon packaging technologies, however, exhibit a typical 1nH/mm lead and wirebond inductances, which are prohibitively high at mmWave/THz frequencies and plastic packaging materials and encapsulants are quite lossy. In addition, even expensive high-performance coaxial cables and connectors have significant losses at mmWave/THz frequencies. As a result of this, future THz packaging technologies must avoid interconnects as much as possible and antennas need to be integrated into the chip package or even on chip. Fortunately, the radiator size scales down at higher frequency and this makes compact and integrated antenna solutions feasible. However, the free-space propagation loss at THz frequencies becomes very high (80 dB for 1 m at 240 GHz) and this loss needs to be compensated with an appropriately high directivity of the antenna system in order to provide sufficient link budget. Due to their large silicon area, however, high directivity antenna arrays are costly on chip. Future solutions, therefore, include alternative lens on-chip assemblies which exhibit a better cost performance ratio. 
On-chip antennas: For efficient and low-cost THz signal escape from the chip level, appropriate on-chip antenna systems need to be developed. On-chip antennas embedded in the BEOL stack of a lossy silicon chip [10-23] are very challenging because of potential multi-mode propagation issues (e.g. surface waves) within the volume of an electrically large and thick silicon die leading to very inefficient radiation with very poor control of radiation patterns. Because of very high carrier frequencies with large fractional RF bandwidth, standard design techniques relying on narrowband matching become less efficient and will result in limited circuit performance. Depending on the application, antennas should support very wide operation bandwidth with minimum group delay distortion for high-speed modulation and stable phase characteristics for precise location of the focal point position in an imaging system across the bandwidth of interest. Furthermore, for sufficiently high frequencies, classical buffering circuits become unfeasible and true antenna-circuit co-design at multiple harmonics simultaneously is necessary for high-fidelity system operation.
Lens-integrated antennas (chip-on-lens assembly): Further research is required on new ultra-wideband silicon lens-coupled antenna system allowing efficient coupling of THz radiation into the intrinsic device without classical matching structures. Antenna may further provide dual-polarization functionality with two transmitter/receiver paths connected to each orthogonal polarization. 
MIMO arrays: Highly directive terahertz antennas can minimize interference between adjacent channels, and frequencies can be reused more frequently, thereby improving spectral efficiency and signal quality. This enables higher channel isolation in a MIMO (Multiple Input Multiple Output) network topology. At THz future MIMO networks could reach data rates of up to one Tbit/s easily. Future MIMO arrays need to support not only faster links, but also real-time operation by rapid channel switching and/or beam-steering/tracking at a very low latency.
[bookmark: _Toc39842947]Metamaterials and metasurfaces
The development of metamaterials (MM) is another promising technology for beyond-5G networks and services scenarios: one remarkable use case, for instance, is the exploitation smart radio environments (both indoor and outdoor) with ultra-massive MIMO and Artificial Intelligence (AI).
MM are materials which contain inclusions (e.g., metallic or dielectric of various shapes and dimensions) designed and engineered to manipulate electromagnetic (EM) waves. Examples of inclusions embedded into a host metamaterial include EM scattering element and nano-resonators. These properties, for instance, could be used for developing smart antenna and EM processing functions, including methods for AI.
Metasurfaces (MS) are 2D MM. Remarkably, it is possible to develop MS showing refractive indexes not present in Nature (e.g., zero or negative refraction) [10-24], thus allowing a wide range of EM processing functions.
It is expected that MS will have several possible applications, such as: radio coverage in areas not well covered by installation of base stations, smart radio environments (indoor and outdoor), automotive applications, running quantum algorithms directly with EM waves or in optics (e.g., in transformation optics [10-25], quantum radio-optics devices, ultra-fast switching devices, detecting and recognizing images, holographic applications, etc.) As mentioned, in fact, MS can be seen as arrays of nano-antennas: by shifting the resonant frequency, through the nanoantenna designs, it is possible to effectively control the amount of the phase shifted in the scattered signal. [10-26] describes a prototype of an information metasurface controlled by a field-programmable gate array, which implements the harmonic beam steering via an optimized space-time coding sequence. 
The possibility of coating surfaces in building or kiosks with intelligent (AI-based) MS will allow creating smart radio environments capable of radio waves propagations by introducing, in a software-controlled way, localized and location-dependent gradient phase shifts onto the signals impinging upon the MS.

[bookmark: _Toc39842948]High-speed Transceivers, Wireline and Optical

[bookmark: _Toc39842949]Radio-over-fiber communication, sub-systems and components for B5G and 6G networks
In the near future, we can expect significant overhaul of the mobile network, targeting the use of mmWave frequency bands to deliver much higher capacities over the air. Mobile networks will use advanced radio transmission concepts such as coordinated beamforming, coordinated multipoint and massive MIMO (multiple input, multiple out) as well as pico-, femto- and even attocells. It has been long recognized that it is better to centralize (C-RAN, centralized radio access network) the digital signal processing (DSP) required for modulation and demodulation of the RF carriers. Advanced signal processing is now centralized in the baseband units. It is expected that for future mmWave networks, this fronthauling (bringing the data from the antennas to the centralized or cloudified baseband units) will be done through optical fibre given the high capacity and/or frequency of the signals that need to be transported.
While today this fronthauling is built upon standards such as CPRI (common public radio interface) or OBSAI (open base station architecture initiative) in which the digitized IQ samples themselves are transported, for future mobile networks the amount of traffic that will need to be transported will explode. For example, assuming 2GHz modulation bandwidth, 4 carriers, 3 sectors each with 32 antennas, digitization at 8bits, 8B/10B encoding and 10% overhead for control messages, then a total sustained throughput of 25Tb/s will be required in the fronthaul link. To overcome this problem alternative fronthauling techniques will be required:
· Analog radio-over-fiber, in which the RF signals are directly modulated onto optical carriers. This will require the development of highly linear optical modulators, which today form the biggest hurdle in the deployment of analog radio-over-fiber systems for mobile network applications.
· More efficient digitization of the RF signals as opposed to directly transporting IQ samples: one example is sigma-delta modulation in which the RF carrier is oversampled and the resulting digital signal is transported over the fiber using conventional low-cost optics (as opposed to likely more expensive analog radio-over-fiber) [10-27].
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Over the past decade we have witnessed the rapid emergence of large-scale data centers which now underpin most cloud-based software applications. The adoption of AI and machine learning is even further accelerating the deployment of data center infrastructure. The rise of these huge data centers and growing capacity demands in telecommunications are driving the following trends in the industry:
· Need for new generations of optical transceivers with ever higher capacity, within approximately the same physical footprint and power envelope as the current 400G generation  (e.g., CFP8, 40x9.5x102mm, 24 Watts and 15 Watts for even smaller QSPD-DD and OSFP form factors). Industry is now seriously considering 800G and 1.6T capable transceivers. If this trend continues, even 3.2T or 6.4T generations may be required in the next decade.
· Deployment of optical links at ever shorter distances: in the past 5 years, we have witnessed how optical links have now displaced the copper-based interconnect at distances even as short as a few meters. This so-called intra data center optical interconnect (short-reach optical interconnect) covers distances of up to e.g. 100m (OM4 multimode fiber) and up to 2km (single-mode fiber).
· More pervasive use of coherent transceiver technologies: Originally set out to increase capacity in long-haul and subsea networks, coherent transceiver technologies are now becoming commonplace in the metro domain also. New developments will continue to increase data rates in these applications but will also focus on adaptations to make technologies fit metro-DCI, access and aggregation networks. Even for future use inside data centers, coherent transceiver technologies are being debated.
· Advent of electro-photonic Systems-in-Package and co-packaged optics: High-capacity switch ICs double their capacities every 2-3 years and processors and FPGAs rapidly scale up in capacity as well. Optical transceiver chiplets are expected to replace electrical I/Os in these applications in the next 5-10 years and will need to be closely integrated with the CMOS data processing blocks inside the same package to minimize I/O power consumption and maximize throughput.

This need for optical transceivers with still exponential growing capacity is driving following trends:
· The most effective way to increase capacity is to increase the channel symbol rates. Today, for short-reach applications typical symbol rates are 53Gbaud, which are then combined into 4-channel modules to create a 400G optical transceiver (full duplex). It is anticipated that within the next 2 to 5 years there will be a need for >100Gbaud symbol rates, to create 800G and 1.6T transceivers.
· The second way to increase capacity is to increase the number of parallel lanes within a cable. Lanes can be wavelengths or parallel fibers within a ribbon cable.
· To more effectively use the available analog bandwidth of optics and front-end electronics, modulation formats with higher spectral efficiency are being used also for short-reach applications (where the use of 4-level pulse amplitude modulation is now widespread). It is expected that this trend to even more complex, i.e. coherent-based modulation formats (already widely used for longer reaches) will continue.
· Denser integration, through the use of e.g. 3D integration methods, to fit the transceivers into small form factor modules.
Broadband signal generation and detection beyond CMOS 
The need for optical transceivers at higher symbol rates will soon hit the limitations of the most advanced CMOS nodes. Indeed, the transition frequency fT (measure of speed of a CMOS process) has saturated around 300GHz for the last five years. Hence novel transceiver architectures will be required in which functionality is shifted from the CMOS ASIC to chips (or chiplets) realized in processes that have higher speed capabilities such as SiGe BiCMOS or InP. First such devices include >100GBaud capable analog multiplexers and demultiplexers recently demonstrated by NTT, Nokia and imec [10-28]. Such heterogeneous approaches can be expected to further gain importance as symbol rates scale well beyond the 100Gbaud region in the near future. 
Ultra broadband optical modulators and detectors
Today, the dominant processes for densely integrated optics use InP and Silicon Photonic technologies. To scale well beyond 100Gbaud novel materials will be required. A range of such materials that can be envisioned are:
· Organic Hybrid, with the most promising approach using plasmonic organic hybrid materials, with modulation bandwidths as high as 500GHz demonstrated [10-29],
· Ferroelectric materials such as BTO, which hold the promise of integration onto a Silicon Photonic platform of pure phase modulators with good modulation efficiency [10-30],
· Lithium Niobate (LNB) under the form of thin-film LiNbO3 integrated onto Silicon Photonic platforms, offering again a route to broadband (>100GHz) modulators without residual amplitude modulation [10-31].
Monolithically integrated optics and electronics
For future developments, monolithic integration of photonic and electronic components would be desirable as this significantly reduces parasitics and maximizes overall system efficiency. Such a monolithic integration can be achieved in several ways. Some examples demonstrated so far are:
· Integration of plasmonic organic hybrid modulators on a metal layer on an electronics ASIC has been demonstrated [10-32], this kind of technology is expected to achieve highest symbol rates per modulator.
· Monolithic integration of silicon modulators and detectors in silicon ASICs as has been demonstrated here [10-33]. Through massively parallel implementations, Multi-terabit/s data rates are expected per optical waveguide.
Optically assisted analog-to-digital and digital-to-analog conversion
Scaling far beyond 100Gbaud may require further shifting of functionality currently performed in the electronic (digital) domain to the optical domain. A first example already demonstrated for some time is the generation of 4-level pulse amplitude modulation (PAM-4) in the optical domain using segmented Mach-Zehnder modulators [10-34]. This simplifies the electronics (now requiring only simple binary driver electronics) and shifts the complexity of generating high symbol rate multilevel signals to the optical domain. It has been shown that such approach can result in better transmission performance (better error rate at same optical modulation amplitude) compared to conventional solutions [10-34]. 
At the receiver side, the need for ever higher conversion rates will eventually be limited by the jitter of electronic oscillators and the resolution achievable at such high rates. One route to overcome this is the use of optical assisted analog-to-digital conversion, in which the low phase jitter of e.g. mode locked fiber lasers can be used to improve the achievable effective number of bits (ENOB) compared to conventional electronic ADCs [10-35].
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Scaling to higher symbol rates will at some stage require a transition to the use of coherent optical transceivers at a given fiber length. Indeed, higher symbol rates typically go hand in hand with reduced optical budget (due to worsening signal-to-noise ratio), which can be alleviated through the use of coherent detection in which the incoming optical signal is mixed with a local oscillator laser. The use of coherent transceivers further allows higher spectral efficiency (as apart from amplitude, also phase can be modulated, and this on two orthogonal polarizations). Finally, as the full optical field can be reconstructed through coherent detection (hence both polarizations, phase and amplitude), the linear degradation due to dispersion, can be fully compensated, which would typically limit direct detection.
The downside of using coherent detection is the complexity of both optics (the need for an external cavity low linewidth, tuneable laser) and electronics (extensive digital signal processing to assist the carrier recovery). 
Reduction of the complexity and cost of coherent detection is a crucial step to enable their use for higher volume applications such as intra data center applications. Today, coherent detection relies extensively on digital signal processing techniques using analog-to-digital conversion operating at least at symbol rates (but typically higher). Optical and analog techniques can be developed to reduce the burden on this DSP or to simplify it by shifting some parts to the optical domain. Several options are outlined hereafter. 
Integrated narrow linewidth laser sources
Today, coherent receivers rely on feedforward carrier recovery in the digital domain due to the difficulty of detecting optical phase directly at the optical carrier frequency in the region of 193THz (typical optical carrier frequency). A first step to avoid these techniques is the realization of narrow linewidth laser sources such as external cavity laser sources. Narrow linewidth (e.g. much smaller than 100kHz) requires optical platforms with ultra-low losses, possibly combined with electronic techniques to suppress linewidth broadening. 
Integrated optical phase locked loops
A next step in the avoidance of digital feedforward carrier recovery is the realization of optical phase locked loops (OPLLs). In such loops the phase of the optical local oscillator laser is directly locked to the incoming optical signal, using e.g. optical Costas loops. Such OPLLs have been demonstrated already however further close integration of the optics (laser and detector parts) and required feedback electronics is required to lower power consumption and improve performance. 
Novel equalization approaches relying on co-developed opto-electronics
Equalization is now extensively used to overcome bandwidth limitations of EO (electrical-to-optical) and OE (optical-to-electrical) components, as well as chromatic and polarization mode dispersion from the fiber plant. Typically, these are all implemented in the digital domain at both transmitter and receiver side. If some of these functions can be shifted to the optical domain under the form of passive filter structures, significant electrical power can be saved by moving them out of the digital domain. In addition to still requiring large electrical and opto-electronic bandwidths, this will require passive filter structures with very low insertion loss as otherwise any gains will be offset by the need for higher laser power. 
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As explained before, new generations of B5G and 6G mobile wireless transmission systems will rely extensively on advanced radio transmission concepts such as beamforming (requiring true time delaying of RF signals), or operate at very high carrier frequencies (100s of GHz, which can be generated by beating lasers on photodetectors spaced apart by the required carrier frequency).  Such microwave photonic techniques can play an increasingly important role at these high frequencies. 
[bookmark: _Toc39842953]Baseband Modems

Fig.1 shows the range of the processing options that have been explored over the years for baseband modems [10-36]. Traditionally, most of the heavy lifting was carried out by various application-specific integrated circuits (ASICs) that had moderate programmability. ASICs were necessary because processor performance was limited by transistor count. More recently, flexible solutions that use a reconfigurable processing element, such as field-programmable gate arrays (FPGAs) instead of ASICs, have been studied. Unlike fixed-function ASICs, FPGAs can be reprogrammed dynamically, although the development effort is still high and significantly higher than writing new software. Therefore, there has also been significant interest in truly programmable baseband processors.
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Figure 1 Baseband processing options [10-36].
One style of programmable processors integrates the functionality of FPGAs or ASICs into enhanced digital signal processors (DSPs). These designs not only exploit the data level parallelism inherent to baseband processing workloads but also include domain-specific features that are tuned for baseband processing, such as specialized shuffle networks and arithmetic units. A more radical departure from specialized processors and the adoption of very general fully programmable hardware is an attempt to use off-the-shelf CPUs to process all the tasks of the physical layer processing. Such solutions potentially enable wireless operators to further reduce the cost to build and upgrade RAN infrastructure with commodity off-the-shelf CPUs. Current CPUs have a large, and growing, number of cores and integrate single-instruction multiple-data (SIMD) units within each core. With this high level of parallelism, commodity CPUs can now meet the performance demands of even advanced physical-layer processing.
While there is a large spectrum for possible processing options, the fundamental trade-offs remain the same. Programmable and reconfigurable processing elements are more flexible in that they can work with different signal frequencies, modulations, and coding schemes, and even completely different channel access methods and processing pipelines. This allows wireless operators to reuse hardware resources when migrating to new wireless technologies. Consolidating the functionality of ASICs into fewer processing elements also greatly reduces the cost of both hardware and software development. Finally, flexible equipment can enable even better resource utilization through a more sophisticated resource scheduling strategy such as dynamic resource allocation between different wireless communication technologies. However, these benefits come at the price of energy efficiency and performance because fewer opportunities for low-level specialization and hardware tuning are available with commodity parts than with specialized fixed-function accelerators. Previous work suggests that the performance and efficiency gap can be 10× to 100× between ASICs and general-purpose processors. With the expected slowdown of device scaling and the benefits it provides for performance and energy-efficiency, the trade-off between energy efficiency and programmability in baseband processing hardware is becoming more important than ever.
A recent, and potentially disruptive development is the application of deep learning for the physical layer. By interpreting a communications system as an autoencoder, several groups are developing a fundamental new way to think about communications system’s baseband design as an end-to-end reconstruction task that seeks to jointly optimize transmitter and receiver components in a single process [10-37], [10-38]. Compared to traditional baseband architectures   with a multiple-block structure, the DL based AE provides a new PHY paradigm with a pure data-driven and end-to-end learning-based solution.
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The requirements of AI applications are driving the development of dedicated hardware architectures at a rapid pace. CPUs and GPUs are being refined with the purpose of increasing the energy efficiency and reducing the latency. New technological solutions are being leveraged for enabling in-memory compute (i.e. using non-volatile memory technology), multiple chip integration (i.e. chiplets, interposers …), sensor integration.
The rapid pace of adoption of new technologies and ASICs opens up new application segments, since the more processing power is available, the harder the problem addressed. The application space is therefore very broad today but can be split into two main categories: applications that rely on cloud-based solutions and application that run at the edge.
Requirements for cloud-based processors are very specific. First, the cloud is still the workhorse for the learning phase, handling ever larger databases and complex learning algorithms. The compute load must be balanced over many processing units. The first challenge is thus to ensure scalability up to large scales: the associated research areas deal with the interconnect and the memory hierarchy (RDMA over Converged Ethernet being today the solution). Secondly, the cloud must ensure low latency to inference tasks, which are too computation- or memory-intensive to be handled at the edge. The second challenge is thus to provide accelerators optimized for being efficient when handling low batch sizes (typically a size of 1): the research area is the one of data flow and systolic architectures. Finally, there is also a need for energy efficiency, since the datacentres are a large and growing contributor to greenhouse gases emissions. For that, apart from the classical Moore’s law pursuit, work is for example being done on data encoding: this has led to the development of the BF16 (Brain Float 16b) representation, which helps save energy and die area compared to the FP32 representation, at almost no accuracy penalty. The research work must be pursued on dynamic encoding.
AI techniques and methods are necessary for IoT in an on-device or edge computing environment to provide advanced analytics and autonomous decision making, impose additional computation requirements on the hardware architectures. 
In particular, for applications that run at the edge or on-device the first and foremost key parameters of interest are the energy dissipation and the memory footprint. Both can be addressed thanks to extreme weight quantization, down to binary synapses. This eases analogue in-memory compute, using non-volatile memory technology. The challenge, in this case, is one of learning algorithm: several tricks have to be employed to keep the impact on classification accuracy low. It remains to be seen whether extreme weight quantization is the solution for future applications needs. Indeed, the trend is to have edge platforms or endpoints exhibiting unsupervised or lifelong learning abilities, for applications such as predictive maintenance or adaptation to the environment. The weights accuracy must therefore be higher for the learning algorithm to converge and the on-chip memory larger for storing all the intermediate results. The challenge is to design very dense, local, memory with a low energy access cost. Furthermore, edge or endpoints devices will require sensors for interfacing with the physical world. The difficulty will lie in sensor integration and fusion, with algorithms enabling the use of multimodality (i.e. different input types such as image, sound, vibration). Moreover, research might be needed on flexible on-device operating systems able to cope with open device management ecosystems and AI-based dedicated hardware architectures.
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Entering the zettabyte and yottabyte eras ...
The amount of data produced in the world will soon exceed 100 zettabyte, with an annual growth rate of 1.2 to 1.4x. The IP traffic is expected to be about 0.25 zettabyte in 2020 and has a similar growth rate. The yottabyte is the order of magnitude for 2030. This huge amount of data and traffic are partly generated through well-known applications such as Amazon, YouTube, Facebook or Netflix. But emerging IoT applications will make a significant contribution as well, such as autonomous cars, smart buildings, smart city, e-health, etc.. Huge amounts of bandwidth are required to transport all this data – from the application to an edge node, then to a base station, and then to a data center – a challenge that will be tackled by 6G and optical networks. Throughout this data flow, stringent requirements will be imposed on memory and storage – in terms of density, bandwidth, cost and energy.
Clever data mining, and reduced energy consumption
At some point in the flow of data transport, the generated data will need to be analyzed and converted into knowledge and wisdom by means of machine learning techniques. The exact point at which this will happen, will significantly impact the requirements on memory and storage. For example, if machine learning can be applied just after data generation, it can help relax the requirements. If, on the other hand, data is turned into wisdom later in the process, more raw data will need to be stored throughout the whole process.
The zettabyte and yottabyte eras will also challenge the power that is consumed by the growing amount of data centers, for processing, transporting and storing all the data. Without energy consumption optimization, the energy consumption for these operations, data centers worldwide may use almost 8000 terawatt-hours by 2030. (source: https://www.labs.hpe.com/next-next/energy). 
The slowdown of today’s memory roadmap
Let us have a closer look at the memories used in a typical laptop. Close to the central processing unit (CPU), fast, volatile embedded static random-access memories (SRAMs) are the dominant memories. Also, on-chip are the higher cache memories, mostly made in SRAM or embedded dynamic random-access memory (DRAM) technologies. Off-chip, further away from the CPU, mainly DRAM chips are used for the working memory and non-volatile Flash NAND memory chips for storage. In general, memories located further away from the CPU are cheaper, slower, denser and less volatile.
For half a century, Moore’s Law has driven cost improvement of memory technologies, and this has translated into a continuous increase of the memory density. However, despite large improvements in memory density, only storage density (Flash NAND devices) has truly kept pace with the data growth rate. With the transition from NAND to 3D-NAND devices, density improvement for this storage class is however expected to slow down as well and go below the data growth rate soon.
To meet the memory requirements of the zettabyte and yottabyte eras (i.e., improved density and speed, and reduced energy consumption), multiple emerging memory options must be explored for standalone as well as for embedded applications. Options range from MRAM technologies for cache level applications, new ways for improving DRAM devices, emerging storage class memories to fill the gap between DRAM and NAND technologies, solutions for improving 3D-NAND storage devices, and a revolutionary solution for archival type of applications. 
MRAM technologies for embedded cache level applications
Spin transfer torque MRAM (STT-MRAM) technology [10-39], [10-40] has emerged as a candidate technology for replacing L3 cache embedded SRAM memories. It offers non-volatility, high density, high speed and low switching current. The core element of an STT-MRAM device is a magnetic tunnel junction in which a thin dielectric layer is sandwiched between a magnetic fixed layer and a magnetic free layer. Writing of the memory cell is performed by switching the magnetization for the free magnetic layer, by means of a current that is injected perpendicular into the magnetic tunnel junction. Because of speed limitations, STT-MRAM are limited to L3 cache.
An MRAM variant, the spin orbit torque MRAM (SOT-MRAM) [10-41], can potentially replace the faster L1 and L2 cache. In these devices, switching the free magnetic layer is done by injecting an in-plane current in an adjacent SOT layer, as such de-coupling the read and write path and improving the device endurance and stability. 
VCMA-based (Voltage Control of Magnetic Anisotropy) MRAM [10-42] is another interesting emerging option offering low power, high performance and high density non-volatile memory solution.
DRAM scaling
DRAM is structurally a very simple type of memory. A DRAM memory cell consists of one transistor and one capacitor, that can be either charged or discharged. To downscale the structure, the aspect ratio of the structure must be increased. Another concept could be to 
place the peripherical logic directly under the array of capacitors and transistors. This logic circuitry controls how data is moved to and from the memory chip, and typically consumes considerable area. Today, the transistor of the DRAM memory cell is however built on silicon. To be able to move the peri logic underneath the DRAM array, we need to replace this transistor with a non-Si transistor that is back-end compatible. 3D DRAM integration is yet another improvement path.
Storage class memory
Storage class memory has been introduced to fill the gap between DRAM and NAND Flash memories in terms of latency, density, cost and performance. This new memory class should allow massive amounts of data to be accessed in a very short time. Most probably, more than one novel memory technology will be required to span the entire gap. Candidate technologies include various cross-point-based architectures for the memory element, such as phase-change-RAM (PC-RAM), vacancy-modulated conductive oxide (VMCO), conductive bridging RAM (CB-RAM) and oxide RAM (OxRAM). 
3D NAND... and beyond?
Since its introduction several years ago, 3D NAND [10-43] has become a mainstream storage technology because of its ability to significantly increase bit density. This is enabled by transitioning from 3 bits per cell to 4 bits per cell. And, instead of traditional x-y scaling in a horizontal plane, 3D NAND scales in the z direction by stacking multiple layers of NAND gates vertically. Today, stacking over 60 layers has become possible but the density improvement of 3D NAND is expected to slow down and will soon not be able to follow the data growth rate [10-44]. 
DNA storage: the holy grail of archival storage?
DNA storage promises storage densities orders of magnitude higher than semiconductor memories. DNA can be kept stable for millions of years. DNA as a medium for storage is also extremely dense and compact. Writing can be performed by encoding binary data onto strands of DNA through the process of DNA synthesis. The DNA strand can be built up with the base pairs representing a specific letter sequence, through a series of deprotection and protection reactions. As from the read side, there is an enormous technology push to sequence DNA faster and faster and at lower cost. Progress in DNA sequencing has been amazing, even outpacing Moore’s law. But researchers still have a long way to go before reasonable targets (1Gb/s) can be reached. To realize this, faster fluidics, faster chemical reactions and much higher parallelism are needed than what is possible today.
Conclusion
It is clear that the classical memory roadmap cannot handle the zettabyte and yottabyte world in terms of energy, density, speed and cost. It will be crucial to improve and develop new memory and storage technologies.
And, lastly, sustainability brings another aspect of the zettabyte and yottabyte eras forward: recycling. To be able to process and store all the data, massive amounts of devices will be produced. The advent of emerging technologies will also bring in new materials, which today are hardly recycled. The semiconductor industry should therefore also find ways to improve the recyclability of all these materials.
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Figure 2 provides a classification of computer architectures and highlights the differences [10-45]. Depending on where the result of the computation is produced, four possibilities can be identified; they are indicated with four circled numbers and can be grouped into two classes: Computation-outside-Memory (COM) and Computation-In-Memory (CIM). In COM the computing takes places outside the memory core, hence the need of data movement; it has two flavours. COM-Far refers to the traditional architectures such as CPU (circle 4 in the figure), and CIM-Near refers to architectures that include computation units with the memory core(s) to form an SiP such as Hybrid Memory Cubes (circle 3). In CIM (based on memristive OR devices) the computing result is produced within the memory core, and consists also of two flavours; CIM-A in which the result is produced within the array such as IMPLY [10-46] (circle 1), and CIM-P where the result is produced in the memory peripheral circuits such as Scouting Logic [10-47] (circle 2).  Note that CIM architecture have relatively low amount of data movement outside the memory core and may exploit the maximum bandwidth (as operations happen inside the memory array). However, CIM requires more design effort to make the computing feasible (e.g., complex read-out circuits); this may result in large complexity which could limit the scalability. Moreover, as CIM performs computations directly on the data residing inside the memory, the robustness and performance are heavily impacted by data misalignment. [bookmark: _Ref39775252]Figure 2- Memories in computer architecture

If successful, CIM will be able to significantly reduce the power consumption and enable massive parallelism; hence, increase computing energy and area efficiency by orders of magnitudes. This may enable new power-constrained computing paradigms at the edge such as Neuromorphic computing, Artificial neural networks, Bio-inspired neural networks, etc.  Hence, a lot of application domains can strongly benefit from this computation; examples are IoT devices, wearable devices, wireless sensors, automotive, etc.  However, research on CIM (based on memsristive device) is still in its infancy stage, and the challenges are substantial at all levels, including material/technology, circuit and architecture, and tools and compilers.
· Materials/Technology:  there are still many open questions and aspects related to the technology which help in making memristive device-based computing a reality. Examples are device endurance, high resistance ratio between the off and on state of the devices, multi-level storage, precision of analog weight representation, resistance drift, inherent device-to-device and cycle-to-cycle variations, yield issues, exploring 3D chip integration, etc. 
· Circuit/Architecture/communications: Analog CIM comes with new challenges to realize (ultra) low power and simple designs of the array structure, peripheral circuits and the communication infrastructure within the CIM and to the I/O interface. Examples are high precision programming of memory elements, relatively stochastic process of analog programming, complexity of signal conversion circuit (digital to analog and analog-to-digital converters), accuracy of measuring (e.g., the current as a metric of the output), scalability of the crossbars and their impact on the accuracy of computing,  the partitioning across crossbars and the corresponding intra- and inter-communication under various constrains such as latency, bandwidth  and power, etc.   
· Tools/Compilers: Profiling , simulation and design  tools can help the user not only to identify the kernels that can be best accelerated  on CIM  and estimate the benefit, but also perform design exploration to better guide optimal designs and automatic integration techniques for CMOS and emerging memrisive devices (e.g., monolithic stacking). 

As of today, most of the work in the public domain is based on simulations and/or small circuit designs. It is not clear yet when the technology will be mature enough to start commercialization for the first killing applications.  Nevertheless, some start-ups on memristor technologies and their applications are already emerging; examples are Crossbar, KNOWM, BioInspired, and GrAI One.
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Due to their cost efficiency and promised performance improvements, decentralized deployments are experiencing an important raise of interest in the industrial community, especially in high-risk environments like production sites. Consequently, two main features related to them, namely security and privacy, are getting more and more implemented as hardware (HW) features. In parallel, one can easily witness how all aspect of nowadays life are increasingly supported by HW with extended lifetimes, which forms the core of the so-called Internet of Everything. Today, all vendors compete towards rapid and widescale deployments of billions of devices in the most diverse fields like autonomous vehicles, smart cities, smart homes, and industrial automation [10-48]. Unfortunately, while a long lifetime of the HW is required, today’s state of the art is unfit to ensure such needed-for long-term security feature. Sustainable security is therefore a major concern in the industrial ecosystem, as without it billions of vulnerable but active devices will pose a substantial and increasing security risk to the broader society. Therefore there is the need for research actions into sustainable security and privacy, which will shape trustworthy devices that can maintain well-defined guarantees (security, privacy, safety) of critical services over extended life-times (e.g. 20+ years) at affordable cost [10-49].
Today, a constant stream of risks from many sources (SW, HW, Crypto, Infrastructure, …) renders devices vulnerable and enables mass-scale attacks such as the Mirai Botnet [10-50]. Devices can only remain secure under active and costly maintenance (vulnerability management, patching, update), which requires a dedicated development team per vendor supporting legacy devices. In practice, three approaches to long-term security are predominant – none of them satisfactory:
· No or Time-Limited Maintenance: The most common approach is to only provide limited-time maintenance and accept the fact that devices remain in operation while security rapidly degrades. This creates a substantial risk to society and to users of critical services.
· Limit the Device Lifetime: Vendors sell devices with a limited life-time (e.g. limited by warranty). Some vendors use remote update to render devices unusable afterwards. This is not satisfying for users and not environmentally sustainable. 
· Continuous Maintenance and Service Contracts: For some segments, vendors can offer “devices as a service”, by which vendors are paid for continuous maintenance including security. While this costly approach works for some industrial settings, it will not be realistic for the majority of the existing scenarios. 
To solve the problem of sustainable security and privacy, we believe that multiple research areas must be pursued in parallel to mitigate risks to long-term security:
1. Long-term Security Maintenance. Smart systems are increasingly deployed in systems that have a long lifetime. Examples include smart cities, smart infrastructure, industrial, and vehicles. Today, each individual system requires costly maintenance (vulnerability scanning, bug fixing, patching, …). This will create a maintenance nightmare for systems that live 20+ years. We suggest pursuing research on how to build systems that self-maintain their security for 20+ years with minimal maintenance cost.
1. Fail-Security + Survivability under Major Attacks. Even though everyone would agree that designing secure systems is an indispensable feature, in reality the currently deployed systems are far from perfect: if a system was successfully attacked, security can no longer be guaranteed at all, and systems need most of the time to be manually restored, cleaned, and patched. We therefore suggest exploring new HW mechanisms that allow graceful degradation under attacks while supporting automated recovery of security while the system maintains its critical services.
1. HW Security Roadmap towards Post-Quantum Secure Systems: We believe that quantum computing can break today’s HW implemented security mechanisms. Since there is no one-size fits all for post quantum security, it is important to analyze a wide range of usages and make appropriate recommendations how to mitigate this risk.

[bookmark: _Toc39842959]Opportunities for IoT Components and Devices

Deploying and managing a large set of distributed devices with constrained capabilities is a complex task. Moreover, updating and maintaining devices deployed in the field is critical to keep the functionality and the security of the IoT systems. To achieve the full functionality expected of an IoT system, research should be done in advanced network reorganization and dynamic function reassignment. Research is needed for providing new IoT device management techniques that are adapted to the evolving distributed architectures for IoT systems based on an open device management ecosystem. 
Components (micro-electronic components) and devices mainly for IoT and vertical sector applications are essential elements of future secure and trusted networks and to support the digital autonomy of Europe. With respect to the increasing demand and expectation of secure and trusted networks, especially for critical infrastructures, there should be European providers for such devices as an additional source to latest technologies to complement the European value chain and mitigate the existing gaps.
[bookmark: _Toc39842960]Approach for components
European semiconductor players are stronger in IoT and secured solutions, while mass-market oriented market are dominated by US or Asian players. For European industry to capture new business opportunities associated with our connected world, it is crucial to support European technological leadership in connectivity supporting digitisation based on IoT and Systems of Systems technologies.
Increasingly, software applications will run as services on distributed systems of systems involving networks with a diversity of resource restrictions.
It is important to create the conditions to enable the ecosystem required to develop an innovative connectivity system leveraging both heterogeneous integration schemes (such as servers, edge device) and derivative semiconductor processes already available in Europe.
Smart services, enabled by smart devices themselves enabled by components introducing an increasing level of “smartness”, will be used in a variety of application fields, being more user-friendly, interacting with each other as well as with the outside world and being reliable, robust and secure, miniaturised, networked, predictive, able to learn and often autonomous. They will be integrated with existing equipment and infrastructure - often by retrofit.
Enabling factors will be: Interoperability with existing systems, self- and re-configurability, scalability, ease of deployment, sustainability, and reliability, will be customised to the application scenario.
Related to technological game changers in 5G network infrastructure, Europe strengths are RF SOI and BICMOS technologies for cost-effective GaAs replacement, FD-SOI for integrated mixed signal System on Chip.
The 5G technologies and beyond utilise the sub-6 GHz band and the spectrum above 24 GHz heading to millimetre-wave technology moving towards 300 GHz and Terahertz frequencies for 6G technologies.
The design of electronic components and systems to provide the 5G and beyond connectivity have to take into account the new semiconductor processes for high-speed, high-efficiency compound semiconductor devices considering the significant increases in the density of wireless base stations, wireless backhaul at millimetre wave frequencies, increased transport data rates on wired networks, millimetre wave radios in 5G equipment and multi-frequency/multi-protocol IoT intelligent nodes to support higher data rates, more devices on the network, steerable beams resulting from massive MIMO antennas, low power consumption and high energy efficiency.
It is expected that the mobile and intelligent IoT devices to provide edge computing capabilities and intelligent connectivity using multi-frequency/multi-protocol communications technologies. Cellular IoT devices covering higher frequencies need to integrate microwave and analogue front-end technology and millimetre wave monolithic integrated circuits (MMIC).
The development of 5G technologies and beyond requires semiconductor technologies that are used for RF devices, base stations, pico-cells, power amplifiers to cover the full range of frequencies required. The new Horizon Europe SNS and KDT Partnerships have to address the development of III-V semiconductors-based GaAs, GaN, InGaAs, SiC semiconductor technologies to implement new components, devices and systems to have the edge in efficiency and power usage needed for base stations.
The new devices for 5G technologies and beyond need to combine RF, low operating power, thermally and energy-efficient, small form factor and heterogeneous integration of different functions. These new requirements push for creating new components based on multi-chip modules and Silicon in Package (SiP) and various technologies that combine the capabilities of silicon CMOS with III-V semiconductors.
The focus for new 5G and beyond connectivity IoT devices is on providing new components including hybrid electronic circuits able to operate with better stability, less noise, providing increase functionality, complexity, and performance. The new functionalities include stronger security mechanisms and algorithms integrated into the devices and components and designed for easy implementation of end-to-end security at the application level.
Activities need to be aligned with the KDT Partnership to develop 150 mm and beyond wafers for III-V semiconductors on Silicon to provide the components for 5G and beyond wireless cellular networks and devices for providing optimum use of available bandwidth for millimetre-wave and higher frequencies.
The proposed Smart Networks and Services Partnership will not directly be involved in component research, development and design. However, the research and development in Smart Networks and Services will enable other initiatives to provide the know-how and later the design and production of communication and computing components.
These activities will help to facilitate the re-launch of the micro-electronics industry in the ICT domain in Europe by means of cooperation with the ECSEL JU and/or the proposed Key Digital Technologies Partnership by promoting the development of European added value embedded solutions for innovative and secure applications. Smart Networks and Services will develop the communication know-how and IPRs and will provide algorithms to the micro-electronics industry, which will be dealing with the design and production. With this approach ongoing activities in the ECSEL JU and/or the proposed Key Digital Technologies Partnership can be leveraged. From the Smart Networks and Services perspective that could be a fabless approach. A joint effort of different Partnerships under Horizon Europe will involve the appropriate expertise from different communities.
[bookmark: _Toc39842961]Approach for devices
Devices and especially end devices for IoT and vertical applications including critical infrastructures are an essential part of future networks. In addition to components they also must fulfil a high security level. The Smart Networks and Services will enable and validate, among others, specialised devices for IoT and sensor systems especially for vertical sectors by leveraging system on chip activities and specifying the way they communicate in the network/systems as well as controlling them and integrating them in their operational systems in vertical (and as well cross- vertical) application domains by means of cooperation with the ECSEL JU and/or the proposed Key Digital Technologies Partnership and leveraging AIOTI activities. System on chip activities can be leveraged for such industrial device activities. The close cooperation between vertical sectors and the ICT industry in Europe will support the development of entire communication and networking solutions in Europe. These activities offer opportunities for start-ups to design communication modem chips and other components devised for many vertical applications.
[bookmark: _Toc39842962]Requirements for IoT devices
Devices with IoT gateway capabilities in support of different IoT connectivity modes, both at local and public network level. In particular, for each supported vertical industrial domain and as well cross vertical industry domains:
· requirements will be derived on which software and hardware capabilities and characteristics these multi-modal IoT devices and network elements should support, when integrated and used into the 5G and beyond 5G network infrastructures. Considering that these IoT devices support e.g., wireless technologies that are non-5G and beyond 5G radio technologies, such as Bluetooth, Wi-Fi, ZigBee, LoRa, Sigfox 
· integration and evaluation activities of these multi-modal IoT devices and network elements in the 5G and beyond 5G network infrastructures will be planned and executed.
· Hardware requirements for IoT Devices:
· Requirements applied for each supported vertical industry domain and as well cross vertical industry domains when integrated and used into the 5G and beyond 5G network infrastructures.
· At least three different frequency bands for sub-1 GHz, (700 MHz), 1 - 6 GHz (3.4 - 3.8 GHz), and millimetre-wave (above 24 GHz) and integrate multiple protocols in addition to cellular ones.
· Functional and non-functional requirements, such as high data capacity, highest levels of reliability (connectivity), fast reaction times (low latency), sensing/actuating, processing and storage capabilities; low power consumption.
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10. [bookmark: _Toc37227338][bookmark: _Toc39842965][bookmark: _Toc511140399]Future and Emerging Technologies

The Internet is arguably the most complex infrastructure created by mankind. It is constantly and rapidly evolving to satisfy increasingly important and diverse requirements. Its underlying network infrastructure is in the process of changing from a transport-only, data-less, dumb infrastructure to a multifaceted and distributed system mimicking a living being and consisting of a stratum of fluidified networking and computing resources, dynamically organised and managed by more and more intelligent and autonomous algorithms, which generate and exploit increasing quantities of data, and provide customised services and applications alike everywhere.
Physical connectivity supporting a transparent transfer of information is not anymore the only functionality required to the network. Intelligent algorithms are needed to make the network able to adapt and evolve to meet changing requirements and scenarios and to provide tailored services to users.
Data generated by the network and by the users need to be used by the network itself and to be exploited outside the network. Applications will be more deeply rooted within the network, to provide adaptive features, tailored to user needs, capable to better exploit network-generated data and functionality and to be (dynamically) instantiated (close to) where they are needed. Vertical industries stakeholders will be more and more involved in the communication network value chain, as integrated and distributed applications pose to the network diverse and specific demands.
The network will become even more pervasive and more integrated, further absorbing residual conceptual differences, e.g., between telephone/cellular and Internet/data networks, and imitating the structure of a living being, composed of a Physical stratum + Algorithms + Data + Applications.
Figure 13 cursorily summarises the evolution process of the telecommunications networks, showing:
i) How networks developed and evolved (left side of the figure);
ii) Past and current main trends behind such progresses (right side of the figure);
iii) Traditional and new requirements (upper side of the figure) that should be satisfied by the future instance of the network, which we call xG[footnoteRef:36], and also because a softwarised network will evolve more rapidly and incrementally with new software releases, rather than with major generational leaps. [36: 	For the sake of having a neutral future-proof placeholder name.] 


[image: ]
Figure 5 [bookmark: _Ref511061131]Overall picture of the evolution of networks

As shown in Figure 13 (left-hand side), networks have been traditionally designed and standardised as independent silos.
Wired Wide Area Networks (WANs) started as the plain old telephone system, evolved into the Integrated Digital Network (substituting analogue with digital technologies), tried to integrate services (ISDN) and improved performance (B-ISDN), but failed, due to the perhaps not fully expected deployment of the Internet in the early nineties; the aftermath is that technologies such as the Asynchronous Transfer Mode (ATM), meant to become ”universal”, became just another component of the growing Internet before disappearing.
Cellular WANs took a completely independent evolution path. The first analogue generation (1G) made a first giant leap when it was replaced by the digital GSM cellular network (2G) coming along also with the first data services (SMS, GPRS, WAP). Then 3G brought about new radio technologies, better security and full data services, and 4G made a further step towards the confluence within the Internet, which will be a major unifying feature of the emerging 5G.
In parallel, Local/Metropolitan Area Network technologies started from wired, proprietary, low capacity systems and later extended their realm in the transport network backbones. Meanwhile, the end of the 90ies gave the start to an impressive deployment of wireless LANs, which, starting from little more than a low-rate cable replacement, have now almost topped the 10 Gbps speed (e.g., the incoming 802.11ax technology), have become the most common Internet access technology in the home/office/campus, and are being integrated in the 5G network.
Meanwhile, also the networking research trends have evolved along different dimensions and key aspects (Figure 13 right-hand side). A first trend regards the diffusion of the networks both in space and in type, with specific infrastructures expanding both the reach and the functionality of networks (ad-hoc, sensor, mesh, vehicular, satellite, underwater, body, things, nano-things, etc.). A second, obvious, trend regards the improvement of physical systems, increasing the performance of copper, radio, optical, and now quantum communications.
The third trend highlighted in Figure 13 is probably subtler: networking research in the early days mostly focused on lower layers (MAC protocols, routing); more recently it shifted towards higher layers. At the same time, also the functionality implemented in the network according to the ISO/OSI stack followed the same process: increasingly, higher layer functions are executed also within the network, rather than in end-systems only.
At this point, the reader may wonder why Figure 13 does not explicitly lists an ”Internet” box below the evolution of the networks column (and it is mentioned in the middle convergence box). The reason is obvious: The Internet was in fact not a network technology itself (in contrast with LANs, WANs, or cellular technologies or systems), but was focusing on the inter-networking among such underlay technologies, to provide end-to-end services.
However, is this approach still valid today? In the past Internet was one among the services and a marginal one if compared to the circuit-switched voice service, today the traditional differences between Telecom/communication and Internet/computer science communities is blurring (or has blurred), together with the integration of telephone/cellular and Internet/data networks. The TCP/IP paradigm started as an overlay of network technologies (the IP-over-anything frenzy), then with TCP/IP deployed in each technology, then today with TCP/IP having integrated all pre-existent network infrastructures and starting to include in the network also transport and application functionality.
In the meantime, 5G is threatening this model, being more ambitious than previous cellular generations and aspiring to play a bigger role. In fact, 5G is being designed by including also (part of) the wired/core section of the network, as well as LANs (as a matter of fact, important characteristics of 5G would be meaningless if confined to the cellular section proper, e.g., the slice concept), architecturally integrates cloud/fog systems, and is natively a software network, providing differentiated service support. Thus, the current Internet and 5G are almost on a par with each other and converging to an integrated fully inter-operable network.
In fact, 5G is not just an evolution of 4G in terms of performance but creates a breaking point with respect to previous generations, with an end-to-end architecture which blurs and crosses many boundaries with respect to our historical definition of Internet and inter-networking. Moreover, the focus on simultaneously supporting (eventually via slicing) widely different services and ”vertical” applications will make of 5G a much larger ecosystem, including more stakeholders than in the past, with more complex relationships, more heterogeneity and more dynamicity. Last but not least, availability of (big) data, cloud integration and softwarisation will provide a viable technological infrastructure and an in-network ”knowledge plane” – quoting Clark et. al’s vision [162] – which, if today is ”just” used for cost saving and flexibility, may turn into an unprecedented and pragmatic ”arm” for realising the ultimate promise of a truly cognitive network.
To complete the picture, the upper part of Figure 13 reports traditional and new requirements that should be satisfied by xG networks. From left to right, we start with traditional needs expressed in terms of performance of the network, continuing with ubiquity and xcast (broadcast is an important requirement for 5G) and the more and more felt reliability/security/privacy, and cost/energy efficiency, which are cornerstones of the 5G network. Then we enter in more advanced and recent requests made to the network, which include localisation and physical analytics, intelligent/adaptive functionality, data provision and exploitation and finally the need of a tighter coupling and interactions between telecommunication services provided by the network and applications and the opportunity arising from directly providing applications as a network service.
This process leads quite naturally to the emergence of Living and Fluid Networks [163], namely network architectures holding the ability to autonomously change to best adapt to context. In Living and Fluid networks, algorithms and protocols will be capable of understanding what they are used for and will tailor their algorithms and parameters to best suit the requirements of the different applications, appearing in different ways to different packet flows, behaving differently for each one of them, and providing the desired performance to each. Unlike the early cognitive networking insights, we believe that the time for such networks has now come, due to the reached maturity of their two fundamental and complementary aspects: 
· the unprecedented modularisation and ”fluidification” of computing and networking building blocks brought about by modern programmable networking trends (i.e. the ”fluid” aspect), and
· the ability to take autonomous (or semi-automated) cognitive orientation strategies and reconfiguration decisions, as provided by the extremely effective and increasingly pervasive modern AI/ML approaches (i.e. the ”living” aspect), and the intertwining of data and functions inside the network.
However, the high softwarization that ICT technologies will experience has a counterpart in terms of energy consumption. In this regard, data centres can increase their energy consumption from the actual 2% of worldwide  electricity, to up the 8% by 2030.[192] Moreover, also autonomous cognitive strategies will further contribute to the energy budget, since AI based solutions are energy hungry. In fact, training a single AI is equivalent to 284 tonnes of carbon dioxide equivalent, i.e., five times the lifetime emissions of an average car [193].
Key to this evolution is the availability of: i) better underlying technologies, drastically improving communication and computing performance; ii) new techniques for network softwarisation and related primitives and interfaces; iii) intelligent and autonomous algorithms; iv) data; v) applications integrated with the network, performing in part also networking functionality.
This chapter provides a view of the main future technologies and trends behind the evolution of the network as sketched above and is correspondingly structured in three subsections: the physical stratum, algorithms and data, applications.
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11.1 [bookmark: _Toc39842967]The Physical Stratum: Communication and Computing Resources

11.1.1 [bookmark: _Toc509817924][bookmark: _Ref520041094][bookmark: _Toc525463888][bookmark: _Toc39842968]Nano-Things Networking
The many ”Things” we are progressively interconnecting in the Internet are progressively extending to the micro-things, i.e. those computational and service elements that run on small/tiny and non-intrusive things. Nano-communications are emerging to extend the reach of smart control to the level of molecules and cells, with unprecedented impact in medicine and material manufacturing [164]. Combating diseases via autonomous nano-machines, ultra-fast degradation or toxic waste, self-healing and self-monitoring materials constitute a few of the most visionary applications. Materials with software-defined electromagnetic behaviour constitute applications presently under development, paving the way for programmable wireless environments [165].
Recent research on nanomaterials and nano-network architecture components (nodes, controllers, gateways) are opening new prospects of usage of nano-scale things. At the PHY Layer, graphene antennas enable nano-communication within the 0.1 − 10 THz spectral window, which promises unprecedented communication data rates despite the nano-scale. At the MAC Layer, pivotal protocols have been studied to target mainly Body Area Network (BAN) applications [166] and self-monitoring and adapting industrial materials [167].
Despite these initial promising results, there is a need to provide a more in-depth view and modelling of the network architecture and communication mechanisms in this field, which needs to address various challenges like channel modelling, information encoding and more efficient protocols which allow energy-optimised nano-networks communications.
Critical research challenges to be addressed in the area of nano-networks include:
· Classifying nano-communication paradigms per application scenario. A generalised and unified nano-node architecture is difficult to be obtained. Specific hardware and protocol designs must be produced for each envisioned application, to ensure that the limited nano-node size is optimally exploited in terms of the specifically required functionalities.
· Experimentally validated, application-specific communication channels. Pivotal studies in nano-networks have showcased the workflow to be followed for deriving communication channel models. Such models are important for crafting efficient, application-specific hardware and software for nano-nodes. Thus, it is important to systematically repeat and expand these studies in a wide set of targeted application areas, ranging from solids to biological material.
· Solving the power supply problem. Studies must address the power supply problem in the case of all nano-network types incorporating electronic modules. To date, state-of-the-art autonomic power supplies are sizeable (approximately mm-scale) and of low-capacity. Wireless power transfer and carrier-powered approaches can abolish the need for batteries, under the condition that they are properly designed for their environment and application scenario.
· Solving the battery problem with nano-electronics, fast charging, explosion proof batteries are a must for the future.
· Cost-efficient, massive nano-node integration and production. Separate nano-node components have already been manufactured and tested. The next step is to fully assemble nano-node prototypes, including all separate components. In the case of electronic manufacturing, the related processes exist but yield a high cost. New approaches are required to produce massive numbers of nano-nodes at a low cost and in rapid design/prototyping cycles.
· Hardware-software co-design. Presently, different protocols and software stacks are being developed, mostly from an exploratory angle, given the immaturity of the underlying nano-node hardware. The general consensus is that the software and protocols for nano-networks will indeed face severe limitations in terms of complexity, varying per application scenario. Thus, nano-networks call for co-designed hardware and software right from the start. In other words, the usual workflow of creating general-purpose hardware first and then developing the required software is most likely not feasible in the case of nano-networks.
· Security and Safety. The design of nano-nodes must ensure compliance with authentication and privacy standards, whose severity and criticality vary per application. For instance, consider a biomedical scenario, with a swarm of nano-nodes within a patient’s body. Finally, regarding safety, the presence of nano-nodes within an environment must be well-studied, to ensure that it does not upset its function in an undesired manner.

11.1.2 [bookmark: _Toc509817925][bookmark: _Toc525463889][bookmark: _Toc39842969]Bio-Nano-Things Networking
The Internet of Things (IoT) has evolved to Internet of Nano-Things (IoNT) inspired by the nanomaterials recently discovered such as graphene and metamaterials enabling the development of networks of nanoscale size embedded computing devices, called nano-things. IoNT will revolutionise various application areas such as military, healthcare, and manufacturing, due to the very tiny, concealable, implantable, and non-intrusive nano-things cooperatively sensing, actuating, processing and networking. IoNT can be the basis of many applications such as smart grids, intelligent transportation, environmental monitoring, healthcare systems, and home automation. However, the artificial nature of IoNT devices can be detrimental for some environments such as inside the body or in natural ecosystems, where the deployment of nano-things and the electromagnetic communication could result in undesirable effects in health or pollution.
The novel paradigm of Internet of Bio-Nano-Things (IoBNT) is introduced here by stemming from synthetic biology and nano-technology tools that allow the engineering of biological embedded computing devices. By stemming from an analogy between a biological cell and a typical IoT embedded computing device, a cell can be effectively utilised as a substrate to realise a so-called Bio-Nano-Thing, through the control, reuse, and reengineering of biological cells’ functionalities, such as sensing, actuation, processing, and communication. Since cells and their communication are based on biological molecules and biochemical reactions rather than electromagnetic waves, IoBNT is expected to be paradigm shifting for communications and networking fields. The execution of DNA-based instructions, the biochemical processing of data, the transformation of chemical energy, and the exchange of information through the transmission and reception of molecules, called molecular communication (MC), are at the basis of a plethora of applications that will be enabled by the IoBNT such as i) intra-body sensing and actuation where BNT’s collect health data and release drugs inside the body ii) intra-body connectivity control where BNT’s diagnose and/or repair communication failures between internal organs iii) environmental control and cleaning where BNT’s collaboratively check for toxic agents and transform them through bioremediation, e.g. bacteria employed to clean oil spills.
Bio-Nano-Things are defined as uniquely identifiable basic structural and functional units that operate and interact within the biological environment. An analogy can be drawn between a biological cell, which is the basic unit of life, and a typical IoT device since both can perform tasks and functionalities such as sensing, processing, actuation, and interaction with each other. Thanks to the advancements in synthetic biology, it is possible to control, reuse, modify and reengineer the cells’ structure and functions which enables effective use of biological cells as programmable substrates to realise BNT’s as biological embedded computing devices. In particular, the engineering of biological circuits through genetic code manipulation allows specifically designed functions to be performed by the cells such as AND and OR logic gates, switches and counters. Furthermore, artificial cells assembled from bottom up with minimal structural components and functions compared to natural cells can be ideal substrates for synthetic biology with a more predictable behaviour. Although very promising, the aforementioned technologies should provide solutions to major challenges in biotechnology. Reliable mathematical models and computer simulations need to be developed to capture peculiarities of underlying biological processes with intrinsic non-linearity and noise. Also, reproduction and mutation pose extra challenges.
Due to the very small size, previously described nano-things can perform meaningful operations when they communicate and coordinate with each other. As the design of BNT’s, the communication among BNT’s is inspired by nature where the exchange of information between cells is based on the synthesis, emission, propagation, and reception of molecules, called molecular communication. In MC literature, many systems have been proposed such as calcium signalling based on Ca+2 exchange among neighbouring cells in muscle or heart tissues for short range, bacterial chemotaxis and conjugation where bacteria is loaded with information encoded in the genetic material by conjugation and sent to swim to the receiver by chemotaxis for medium range and endocrine communication inside the body among the cells of distant organs by the propagation of hormones through the circulatory systems. Main challenges in communication of BNT’s lie in the mapping MC into the classical communication systems, and in the use of tools from systems and information theory with the final goals of modelling and analysing the main telecommunication characteristics and performance, such as range, delay (latency), capacity, and bit error rate.
Bio-Nano-Things are expected to not only communicate with each other, but also interact into networks, which will ultimately interface with the Internet. To this end, the definition of network architectures and protocols on top of the aforementioned MC systems is an essential step for IoBNT development. A further challenge for the IoBNT is the interconnection of heterogeneous networks, i.e. composed of different types of Bio-Nano-Things and based on different MC systems. A solution might come from the natural way our body manages and fuses several types of information to maintain a stable, healthy status, or homeostasis. Calcium signalling within a cell can trigger release of hormones to the circulatory systems which in turn control processes such as blood pressure, growth on the distant receiving cells. Biological circuits based on these processes could effectively provide a set of genetic instructions that mimic the classical gateways between different subnets on the Internet.
Finally, the realisation of interfaces between the electrical domain of the Internet and the biochemical domain of the IoBNT networks will be the ultimate frontier to create a seamless interconnection between today’s cyber-world and the biological environment. A main challenge is to accurately read the molecular characteristics where information is encoded and translate them into the modulation of electromagnetic waves. This can be achieved by novel nanoscale chemical and biological sensors composed of materials characterised by electrical or electromagnetic properties that can be altered by the presence of specific molecules. Electronic tattoos or artificial cells encapsulating electromagnetic antennas can also be considered as potential bio-cyber interfaces.
IoBNT can revolutionise biomedical technologies and improve human health and quality of life. A possible application scenario is using IoBNT for continuous monitoring and early detection of infections earlier than regular methods relying lab culture. To accomplish this system, a tiny implantable BNT composed of electronic circuits and genetically engineered cell-based biosensors that eavesdrop the quorum sensing (QS) communication of bacteria inside the body can be designed. A gateway BNT will transfer the collected info about the infection from the other BNT’s and relay it to a wearable hub for the disposal of healthcare professionals.
With the aim of realising minimally invasive, heterogeneous and externally accessible electrical/molecular communication channels between implantable or wearable electrical and biological IoBNT devices, microbiome-gutbrain axis (MGBA) can be exploited. The molecular information exchanged among bacteria inside the gut is translated into electrical signals by the enteric nervous system and transported to the brain and other IoBNT devices inside the body connected to the nervous system. Hence, MGBA can be considered as a IoBNT communication network infrastructure.

11.1.3 [bookmark: _Toc509817926][bookmark: _Toc525463890][bookmark: _Toc39842970]Quantum Networking
During the last 20 years a new generation of systems based on the intrinsic quantum properties of the physical stratum has been progressively made available. Such systems consist of a classical interface communicating with the standard equipment on one side, and a quantum sub-system sufficiently decoupled from the environment that is constituted by individual atoms, photons and charge carriers (either electrons or holes), controlled by the former. Encoding the information by quantum objects enables the implementation of quantum computing algorithms and communication protocols. Such algorithms rely on the principles of quantum mechanics. The features of the physical stratum at the quantum limit allow encoding information by novel degrees of freedom such as the spin, to exploit quantum superposition of states, entanglement and to rely on the impossibility of cloning states. Quantum systems for networking are generally subdivided between quantum communication systems and quantum computing systems.
Quantum communication will play a central role in the creation of the next generation of secure telecommunication networks. Quantum communication relies on the use of quantum resources to achieve tasks that cannot be reproduced with classical theory. Because quantum communication involves numerous technologies, platforms and application, recommendations on protocols, components and infrastructures require continuous update.
Quantum key distribution (QKD) based on either single or entangled photons relies on the capability of detecting an intruder because of its effect on the quantum states used to encode the secure one-time-pad key. The physical stratum for quantum communication consists of single photon and entangled photon sources, and single photon detectors. Several physical implementations of various protocols have been developed by disparate materials, operating at different wavelengths and consequently capable of peak performances at some temperature, ranging from cryogenic to quasi-room temperature. Nevertheless, true single photon sources operating at room temperature still lack, so low cost solutions can be deployed by using weak coherent lasers for which the communication protocols (such as BB84) are adapted by more sophisticated ones (such as decoy-states protocol). Single-photon detectors that combine high performance (high detection efficiency and low dark counts rate), with low cost possibly by integration in the silicon photonics platform still lack. In order to spread the development and the employment of quantum communication, the implementation of quantum sources and detectors by integrated photonics operating at room temperature is mandatory. Such hardware is complemented by quantum random number generators, currently targeting 1 Gbps, based on intrinsic randomness of quantum processes, ranging from single-charge related electronic noise to photon arrival time. The most successful system is currently based on the conversion into a stream of bits of the arrival time of photons emitted by a weak source as detected by an array of 1024 SPADs in silicon in 45/65 nm technology node.
Quantum Key Distribution protocols are currently the most advanced among the secure quantum communication protocols. However, to be competitive with existing security technologies two main areas of development are identified.
The first area concerns security. Various demonstrations of quantum key distribution systems have been made over the last years. Mainly, the security proofs of all these demonstrations still rely on that the communicating parties have full control of their local ideal devices and therefore there is no information leakage except that needed for the protocol. For quantum encryption to fully guarantee security, the protocols used must be independent of the type of preparation or measurement performed, or the internal workings of the devices used to make the measurement. Hence realistic device independent protocols [168] should be developed and implemented. Short term (3 years) and medium term (6 years) targets are > 10 Mbps and > 100 Mbps at metropolitan distance.
The second area concerns the performance and the application. Device independent protocols address security loopholes issues introduced by imperfect or untrusted systems. Parallel to the development of these protocols, proposition or implementation of protocols for new applications or improvement of secure transmission performances have to be proposed. Among the potential method allowing the improvement of the secure transmission, high dimensional protocols [169] is a way to increase the capacity and to enhance the robustness against eavesdropping. New challenges are to: i) propose different implementations, in particular different from those using orbital angular momentum of light to make the method compliant with existing single mode fibre networks, ii) Extend the transmission up to 10 km in fibre links.
Apart from the Quantum Key Distribution, other quantum secure communication protocols should be extended beyond laboratory proof-of-principle demonstrations. Here a non-exhaustive list is presented: quantum multiparty communication protocols [170], quantum public-key cryptography [171], quantum secure direct communication [172], quantum digital signatures [173].
Free-space and optical fibre are the most commonly used transmission channels of QKD systems. Numerous proof of concept experiments has been performed demonstrating long distance transmission both in fibre [174] and in free-space links [175].
Free-space QKD can address the increasing demand for security in handled devices for short distance applications, e.g. secure transmission to ATM terminals, or can allow the development of global scale QKD network using satellite communications. The development of on-chip and relatively low-cost devices operating at 810 nm for short distances, or 1550 nm for satellite communication (immunity against the daylight) would be a key enabler for the realistic implementation of QKD for free space applications.
In fibre networks, extend the transmission distance beyond 400 km remains a challenge due to the intrinsic fibre loss. Two main strategies can circumvent this limitation. The first strategy would be the development of trusted backbones, which allow meshing the long distances. This strategy entails also the development of efficient, low cost, on chip sources, detectors and manipulating components operating at 1550 nm. The second strategy consists in implementing quantum repeaters, which is still challenging.
Alternatively, quantum communication based on continuous variables relies on the encoding by modulating the signal below the quantum noise level. The recipient of the communication splits a beam into idler and signal, so to be the only one capable to cancel the noise on the returning beam modulated by the transmitter.
Quantum networking for quantum key distribution deals with the emission of photons and their detection, so the communication ends by destroying the quantum state by the measurement action. Another option consists of enabling communication of quantum states between quantum processors distributed at the nodes of the network, so to create the equivalent of a computer cluster connected through a quantum Internet. Such distributed quantum computing is also called networked quantum computing.
A distributed quantum computer based on quantum networking requires quantum processors including one or more qubits, communication lines for photon transmission, optical switches and quantum repeaters for transport of qubits along distances, because of lack of amplification of quantum states at a fundamental level. The quantum processors may consist of arrays of quantum logic gates involving either defect centres in semiconductors from cryogenic to room temperature depending on the defect and the host material [176], or cryogenic ion traps or cavity quantum electrodynamics. The communication lines by either optical fibres or free space have been already discussed. Quantum switches may rely on the matter-radiation interaction such as single atom-photon based switches, capable for instance to switch the phase of the quantum state [177]. In order to extend the communication range, which is limited by both decoherence and losses, quantum repeaters based on cryogenic rare earths-based components are required. Alternatively, a suitable protocol scheme applicable at room temperature has also been proposed, with the advantage of not involving cryogenic equipment [178]. Another direction towards quantum simulation is the Ising-Hamiltonian model (a mathematical model of ferromagnetism in statistical mechanics) that is represented by room temperature networks of optical parametric oscillators as coherent Ising-machines [179].
Quantum systems have been demonstrated by several materials at cryogenic temperature. In order to spread their employment in standard telecommunication systems for a novel level of quantum-based security, an effort is required to integrate such quantum systems into silicon photonics and integrated photonic platforms from quasi-room to room temperature.

11.1.4 [bookmark: _Toc39842971]AI/ML for the Physical Layer
The ever increasing exigence of higher throughput, lower latency and extremely high density of connections is taking the Physical Layer to approach its ultimate performance limits. This implies dealing with channel and transceiver impairments that were usually discarded in the interest of understandable and tractable models. AI and ML can be very helpful tools, also for the design of new transmission and reception techniques, when we cannot rely on the classical models and optimization approaches.
In this regard, there are essentially two kinds of problems where AI/ML may help:
· Offline design of elements or algorithms that may be possible to generalize to a wide variety of scenarios and used afterwards as building blocks of the transmit-receive chain.
· Online optimization of some elements or even the whole transmit-receive approach, that may be able to adapt to the changing (and difficult to model) characteristics of the channel and interference.
Obviously the requirements for both are quite different. While offline optimization requires - but also withstands - training with a large amount of diverse-enough data, the convergence time and complexity are key requirements for the online optimization in real time. These may be achieved by reinforcement learning (RL), a method that interacts with a dynamic environment by producing a series of actions and receives rewards according to the performance of such action with respect to the environment situation.
An example of the offline approach is the use of modern evolutionary computation techniques as solvers of several complex optimization problems. Evolutionary computation [185] is a subfield of AI and soft computing, which is composed of global optimization techniques based on mimicking biological evolution. In [186] it is used to propose novel constellation designs for non-coherent massive MIMO. A different approach is used in [187] where the learned constellation with unsupervised ML mitigates nonlinear effects of the optical fibre channel.
End-to-end learning aims to learn transmitter and receiver implementations optimized for a specific performance metric and channel model. It was first presented in [188]. The idea is to interpret the whole communication chain as an “autoencoder”, an unsupervised learning technique. Here the communications system design is conceived as an end-to-end reconstruction task that seeks to jointly optimize transmitter and receiver components in a single process.
ML may also allow us to understand and model channels for new applications, such as molecular communications. In [189] the diffusion-based molecular MIMO channel is modeled with an artificial neural network (ANN).
Learning from the physical layer may also bring us a better knowledge and use of the channel state information, which may be helpful, for example, to locate people or detect their movement, gesture or activity.
Immediate problems to solve are the need for algorithms that have speed and complexity compatible with the real time data transmission. Also, the availability of large and representative data sets for training and benchmarks are less developed than in other current applications of AI/ML.
11.1.5 [bookmark: _Toc39842972]DSL
The ideal of offering ubiquitous broadband for all requires a high capillarity of high speed wireline access, even to facilitate wireless connections. Today DSL is an alternative to the deployment of optical fibre. Will we be able to count on the already deployed copper wire infrastructure to support 5G and future networks? The possibility of reaching data rates in DSL comparable to fibre would be instrumental to providing universal broadband connectivity in a cost-effective and quick way. However, current DSL technologies seem to have achieved their maximum potentiality with downstream transmission rates of up to 100 Megabits per second at a range of 500 meters, and more than 1 Gigabit per second at shorter distances.
In [190] the channel properties of a 200 GHz signal transmitted through a waveguide structure that is designed to approximately emulate the type of paired phone cable typically used for DSL transmissions are investigated. They find that aggregate data rates on the order of Terabits per second are feasible over short distances.
Transmitting Terabits per second through a copper pair’s sub-millimetre waveguide modes is an emerging technique that would allow us to continue leveraging the copper infrastructure for wireline access and also contribute to accelerate the deployment of small cells with reduced infrastructure cost. Future research needs to bring this idea from the lab to practical applications, solving issues such as how to extend the system to a larger range by reducing the amount of energy lost due to resistance.
11.1.6 [bookmark: _Toc39842973]The Mobile Network

The new Air Mobility Network, are the new network serving all the “things” between the ground and 20KM height. It provides control and communication services for the drone, urban air mobility (future urban transportation systems that move people by air), balloon, aircraft, etc. 
Besides traditional Manned Vehicles, the number of flying things has (and will continue to) skyrocketed with the increasing adoption of Unmanned Aerial Vehicles (UAVs), , and it is envisioned that this space (20KM above the ground) will be filled with flying things, which required to be connected in multiple scenarios. The flying things can be categorized into multiple categories, using different classifications, according to the speed of the flying thing, the altitude where they fly, the inter-distance expected between them, or the type of requested services and communications, just to name some examples. However, here, we can categorize the flying things into two main classes: i) aircrafts (airplanes), and ii) UAVs.
Aircrafts have existed for multiple decades now. Airplanes fly at very high altitude being at the extreme limit of considered elevation, with high speed (around 900Km/h), and also at the highest end of the considered speeds of flying things.  UAVs, resides at the other edge of the spectrum, when it comes to flying altitude and speeds, but with wider variation, when it comes to speeds and altitude, since UAVs vary widely in their speed and altitude capabilities. Note that popular expectations on urban mobility suggest private helicopters, or flying taxis/dispatching units. Nevertheless, these flying units will be essentially self-flying, and will be on the flight altitudes associated to these UAVs, so from the communications challenges perspective, they can be considered in the same class as “UAVs”.
The two classes differ much in their properties, when it comes to speed and altitude, but they still have common properties when it comes to their required communication capabilities. In both classes, the control service of each flying “thing” is critical and mandatory, while the data communication maybe more flexible, depending on the service requirements (Surveillance? Transportation? Logistics? Robotics?). Future communications and networking research should be able to provide the required reliable communications for both categories (control and data), in the most efficient way, while considering cost-effectiveness as a design criterion/requirement. 
A) The control service (which can also be referred to as control and nonpayload communication - CNPC - services) of airplanes is critical and mandatory, which defines the basic rules, forms the virtual paths in the air, avoids collision, and reserves passage for airplane/UAVs take-off and landing. The control service may be based on satellite (low earth orbit in most cases), ground base stations, and even among flying “things”, with dynamic multi or single connection, to guarantee the “control” with very high reliability. Passive radio sensing detection is also necessary for the “control”, since it is very dangerous to rely on the positioning reported by the flying “things” themselves in congested airspaces. 
B) Data communications (which are used for non-control necessities, including entertainment for passengers ) maybe rather flexible, depending on the service requirements, and it could be supported by somewhat traditional communication (for example, connect with a ground base station), or probabilistic communication (carry out data communication within a defined period of time, while each data transmission complies with a certain success probability) among the flying vehicles. 
Airplanes: In recent years, we started seeing Internet services onboard of airplanes, and even live TV, with minimal quality. Future networking architectures are required to provide improved reliable broadband communications capabilities to aircrafts. The first type of communication services requires high-reliability, very low-latency, and mostly low data rates. On the other hand, the reliability of the second type may be a bit lower, but still depends on the type of service. We may have variable communication requirements, even ultra-low latency, if for instance gaming, video-conferencing, etc. services are to be offered onboard. However, it is important to differentiate between the criticality of both types of services. In other words, control services have to be guaranteed, and provide high-reliability, to secure the safety of the aircraft itself, while data communication may need the same requirements; however, losing such communications would not jeopardize the safety of the aircrafts.
Communications to aircrafts, flying at very high altitude with ultra-high speed, face three major challenges, to meet their requirements: i) continuous (reliable) communications, even at high altitude; ii) low latency; and iii) high bitrates. 
For Air mobility new network, the wireless network architecture could be completely different from the “flat” ground cellular network. The network could be based in clusters of three- dimensional spheres, without interference between clusters if dedicated spectrum could be allocated. How to share spectrum between all these clusters, ground and satellite is a challenge. 
One main direction will be how to design an integrated ecosystem, encompassing the multiple networking paradigms, including mobile cellular networks, satellite systems, in addition to even the very high frequency (VHF) spectrum. The future architecture will need to propose interference management and mitigation schemes, between the different systems. For this requirement, channel modelling of cellular networks, towards such high altitude users, needs to be achieved. How cellular networking can provide such seamless continuous connectivity will be another challenge, required to be answered by the future networking generation. 
Finally, another dimension for communications will be ad hoc communications between multiple aircrafts, again for safety reasons, to avoid collisions between aircrafts. Ad hoc communications may require completely different networking protocol and architecture. 
Unmanned Aerial Vehicles: UAVs are becoming critical these days, and is foreseen to be an essential part of our future ecosystem, especially in the era of IoT and smart city. A study by PricewaterhouseCoopers (PwC) estimates the business market of UAVs to be valued at over $127 billion.
This huge market has opened new challenges for the communications society trying to answer two main questions:
1- What can networks do for UAVs?
2- How can UAVs benefit the networks in general (mobile networks specifically)?
Future networks need to answer the two above questions.
The first challenge is to guarantee reliable communications for all the flying “Things”. Most UAVs require continuous reliable communications, for the safe travel (flying). The challenge is how to provide such communications, within the random, high variable, high mobile environment of UAVs. It is clear that we will be entering a new domain, different from the plane cellular on the ground, but here, maybe with a huge number of things coexisting in a close environment. 
From this new perspective, new research challenges arise:
· How to share the spectrum between different networks, and avoid interference to maximize resource utilization and increase quality and reliability?
· What would be the real-life propagation models in the new 3D environment?
· Study of the effect of low/high mobility of drones on the UAVs communication and how to design communication networks to provide reliable communications in such challenging environment
· Energy efficiency will be another challenge. UAVs are power-limited; hence, minimizing of energy consumption is a priority, to allow extended periods of flying, hence service, specially on swarm scenarios.
The second challenge is to answer the question of how the UAVs can be integrated in the overall networking ecosystem. The use of UAVs within the mobile cellular ecosystem has attracted lots of attention from the academic and industrial entities: The use of UAVs as relays (in particular as small cells), to provide cellular coverage in certain situation has been seen as a high beneficial solution, in the future networks. UAVs can provide networking in emergency situation; to remote areas; temporarily during events with expected large number of devices, etc. 
The concept of UAVs as an integral part of the mobile cellular network opens a plethora of challenges for the future networks:
· What frequency should UAVs use? For fronthaul towards the UAVs? For cellular service provisioning to end-users?
· How to coordinate between UAVs, legacy BSs, small cells (which are randomly setup) etc.? Dynamic interference management in such scenario will be highly challenging
· Management of attached, detachment and re-attachment of UAVs will also be challenging, especially with mobility (if allowed in case of UAVs as small cells or relays).
· Energy efficiency will definitely be a high priority, due to the limited power capacity of UAVs.
Similar to how 5G networks revolutionized how communications were handled, so will the next generations further push the envelope beyond just performance enhancements solely based on radio and core architecture evolutions. Whole system rethinking allied to the integration of new enablers (e.g., as SDN, NFV, SBA, Cloud-native were thought for 5G), will transform and create new opportunities for Air Mobility New Network. As the amount of devices with link capabilities increases, due to the decrease in electronics size and price, more connected flying entities will occupy our skies and space. This means that a greater amount of simultaneous connectivity opportunities will present themselves to each individual connected flying thing. By coupling them with multiple network interfaces, air multihoming scenarios will surface, allowing such devices to pick the best connectivity path according to the specific needs of the application (or network control) services traversing those air link channels. This mandates a closer integration with Machine Learning techniques in order to optimize link connectivity choice, as communications will not only scale laterally but also upwards, and become 3D. This will also give birth to new kinds of delay-tolerant / relaying operations and protocols, where the dynamic connectivity opportunities need to be anticipated by learning algorithms, in order to minimize losses or misguided overutilization of air links that do not successfully deliver the information towards the intended target (as needed for reliable communications mandated by verticals or response teams in serious situations). As autonomy is a serious matter in unmanned air vehicles, the added complexity of this type of per-flow optimization (where each flying node can have different applicational flows going through different links in the sky and/or ground) demands greater computational power, new offloading mechanisms towards the edge of the ground network (or flying nodes with greater flight autonomy and even remote battery charge sharing between nodes), will allow such processing to become fully distributed. Obviously, the operational capability for the abovementioned scenarios emphasizes the need for thorough secure operations, deployed both at the control and data paths.

11.2 [bookmark: _Toc509817927][bookmark: _Toc525463891][bookmark: _Toc39842974]Protocols, Algorithms and Data
Softwarisation/cloud and security concepts are assumed as already included in the current network architecture.

11.2.1 [bookmark: _Toc509817928][bookmark: _Toc525463892][bookmark: _Toc39842975]Impact of AI/ML on the Network
During the last years, the use of AI/ML solutions has reached a great popularity, attracting several innovation activities and growing investments. As a matter of fact, since a few years we have been witnessing that AI/ML is one of the key enabling technologies capable of paving the way to the Digital Transformation of Telecommunications. In fact, AI/ML is impacting the three major techno-economic challenges that Operators are facing: simplifying the networks architectures (to provide any sort of digital services, with shorter time to market and better QoS); cloudifying/edgefying the virtual network functions and services; optimising and automating OSS/BSS processes to mitigate the increasing ”complexity”, dynamisms and pervasivity of the infrastructures.
On the service side, from autonomous driving to speech recognition, a plethora of functional applications have appeared in completely different business areas e.g., Internet of Things, Tactile Internet, Immersive Communications, Automotive, Industry 4.0, Smart Agriculture, Omics and E-Health, etc. The use of the huge data lake generated by the infrastructure will allow automating processes by introducing cognitive capabilities at various levels. Examples of cognitive capabilities include: understanding application needs and automating the dynamic provisioning of services; monitoring and maintaining network state; dynamically allocating virtual network resources and services; ensuring network reliability and enforcing security policies.
For example, services such as autonomous cars have latencies requirements that are so strict (e.g., order of ms) that it is not possible ”to close the loop” executing them with cloud computing solutions. The deployment of local processing and MEC (Multi-Access Edge) solutions can help mitigating this problem, but it requires management/control and orchestration capabilities capable of integrating on-device, edge-based and cloud-based AI/ML-systems. The intelligence will progressively migrate towards the edge of the network, requiring research that goes beyond traditional approaches and moves towards novel federated learning solutions, to enable multiple edge devices to build a common, robust ML model without sharing data; multi-task learning, to learn from multiple related tasks, simultaneously; deep transfer learning to solve a particular task using a pre-trained model on a different task; multi-agent reinforcement learning, to distributively learn decision making policies, facing the game theoretic dynamics that appear due to the non-stationarity of the environment.
On the other hand, the management complexity of such future infrastructures (e.g., for FCAPS (Fault, Configuration, Accounting, Performance, Security) and orchestration of virtual resources and services will overwhelm human-made operations, thus posing urgent needs of designing and deploying OSS/BSS with AI/ML features. At the same time, the use of AI for the network will reduce the amount of person-power needed to deploy and operate the infrastructure, thus reducing the operational costs. Moreover, AI/ML can fuel the generation of new services that may lead to improved sustainability models for the network operators.
Nevertheless, the massive adoption of AI tools will exacerbate the problem of energy consumption of the ICT infrastructure. As introduced before, training a single AI is equivalent to 284 tonnes of carbon dioxide equivalent, i.e., five times the lifetime emissions of an average car[193]. Therefore, it will be crucial to devise energy efficient architectures and computation algorithms in order to have energetically sustainable communication and computing paradigms for future mobile networks. For doing so, networks may exploit distributed energy generation and energy harvesting/ storage hardware which have to be included in the design of the network solutions in order to efficiently operate.

Changing Network Design
From the today’s perspective AI/ML will enable innovative features when provisioning future digital cognitive services for homes, businesses, transportation, manufacturing, and other industry verticals, including the smart cities. In future scenarios, the increasing usage of End-Users’ devices (i.e., smart-phones or tablets) together with the centralised and distributed computational resources will encourage the move of the computational and memory/storage resources from huge data centres towards the edge of the network (e.g., MEC).
Moreover, the huge amount of data sent by new AI/ML applications will lead to hybrid architectures where the data may be partially analysed/compressed in the edge of the network to speed up the whole process and save network resources. In particular, we will see applications able to execute the first layers of a deep neural network locally or in the edge to finish the execution in powerful data centres. 
Furthermore, we expect a significant increase in the amount of machine-to-machine communications and of correspondent data to be processed with an increasing number of sensors and other IoT devices continuously monitoring smart cities, Industry 4.0, smart energy, etc.

Automated Operations and Network Intelligence
Today, many Telecom Operators are still relying on manual management processes, but there is a clear awareness of the potential for using AI-powered solutions for automation thus reducing costs, increasing productivity, and driving more value. The rationale is to use AI for automating the operations processes based on collection and elaboration in (almost) real time of data about states and level of performances of nodes/systems and logical/virtualised resources etc. For example, AI/ML can automate the management, control and orchestration (e.g. MCO) processes of physical pieces of equipment, which today are mostly carried out by humans, introducing control loops acting on virtual/logical entities (e.g., Virtual Machines, Containers, appliances etc.). In this direction, AI/ML promises to deliver scalable OSS/BSS functions based on AI/ML models capable of seeing and interpreting the state of millions of network entities via the analysis of huge data streams. Moreover, network and service computational intelligence (e.g., in the Radio Access Networks and in the Core), based on data about Customers’ service patterns and traffic would allow improving the quality of the customer experience whilst optimising the use of resources.

Reducing Network Costs and Smart OPEX
In general, the use of AI/ML methods and algorithms will decrease both the costs of deployment and the costs of operations of the network in the following years. This technology will learn the correct network behaviour, being able, in a first step, to help understand possible problems and anomalies, and finally, autonomously acting over the network to correct those problems. For example, to reduce the cost of deployment, the AI/ML will be able to offer zero-touch network configuration for the most common network deployments. This will reduce both the time needed for new deployments and the manpower needed to achieve a proper configuration.
Moreover, different learning techniques will be used to predict the behaviour of the network. This will lead to better provisioning of resources in the network, avoiding the nowadays-typical situation where the networks are over-dimensioned. For example, AI/ML will also enable the adoption of ”QoE” models and indicators to support investment and design processes based on a data-drive approach (e.g., selection of deployment regions, strategic priorities, etc).
Eventually, regarding OPEX optimisation, it is well known that energy consumption is one of the major cost items for Network Operators: AI/ML methods and systems will allow using the data lake for implementing performance analysis and optimisation methods for energy consumption versus quality of service.

Creating new Services Using Network Data
It is likely that the appearance of new services powered by AI/ML will bring significant socio-economic impacts, together with improved sustainability models for Network Operators. Among these services, those ones able to improve mobility,  privacy and security levels will be of great importance.
The appearance of personal data platform (tightly connected with the network service) is also expected that will allow Internet users the control their data. To this end, solutions will appear to analyse the network traffic in a privacy preserving and controlled way.

Mobile networks can be used as additional sensing platforms. Indeed, the extreme pervasiveness of the mobile telecommunication sector within the urban population together with its ubiquitous coverage may be exploited to monitor large metropolitan areas. The services that can be generated are manifold (housing, transportation, energy systems, education and health care). For instance, the detection of critical anomalies caused by unexpected crowd gathering in metropolitan areas (e.g., concerts, football matches) can be achieved through the collection of information that the different network elements (e.g., base stations, mobile terminals) are exchanging over time through the control channel [194].

Cybersecurity
Future Networks and 5G will have to face all the security challenges typical of today’s telecommunication infrastructures, but with a new and IT-oriented perspective brought by SDN and NFV. Nevertheless, these same enabling technologies, integrated with AI/ML will provide new instruments to mitigate such risks. To mention some examples: inferring proactive actions (even based on early-warning signals of attacks) allowed by AI/ML; adoption of flexible and automatic features for fast traffic steering (e.g., quarantine, honey pots, slicing segregations); automatic configuration of security virtual appliances to be added into the service chains.

Conclusions
The effective applications of AI/ML methods and systems in future 5G scenarios are likely to require multi-domain orchestration of distributed processing in the terminals/devices (could be e.g., Fog Computing), at the edge of the network (e.g., MEC) and in the cloud computing facilities.
In this direction, the end-to-end interoperability is a must and it requires more standardisation efforts and further achievements. First of all, it is necessary to consider the impact of current, and future, AI/ML systems and methods in the functional architecture of 5G. This means understanding which and how architectural functional blocks will be impacted, and what will be the related standardised interfaces. In this direction a global effort is still required from both hardware and software vendors to participate in standardisation bodies, including collaborations with Open Source communities (e.g., Linux Foundation, ONF, OCP-TIP).

11.2.2 [bookmark: _Toc509817930][bookmark: _Toc525463893][bookmark: _Toc39842976]Impact of IoT on the Network
The realisation of the Internet of Things vision has already gone through several profound transformations in recent years. In this context, we can clearly identify:
· a first generation of communication and network architectures and protocols, such as those proposed in the context of EPCglobal (https://www.gs1.org/epcglobal), mostly aimed at supporting the exchange of data produced by RFID systems;
· a second generation of networking solutions (6LoWPAN – for „IPv6 over low power Wireless Personal Area Network and CoAP), mostly aimed at making things equipped with low capability devices reachable through the Internet and enabling web programming in the resulting environment; and
· a third (the current) generation of solutions (e.g., NB-IoT, LoRaWAN, virtualisation technologies) aimed at supporting the interactions between things and some service running in the cloud within silo-ed platforms.
We can easily foresee that most of the effort in the next decade will be devoted to the development of solutions aimed at supporting the seamless integration of the above platforms and then at going beyond the Internet of Platforms model. Therefore, we will analyse here the impact of IoT on the network based on what we expect it is happening and is going to happen shortly.
Seamless integration of existing platforms requires applications to access IoT resources through some identifier, independently of their native platform, their hardware characteristics, and the protocols executed to interact with them. The corresponding services are today demanded to the application layer, but we can expect that they will become major components of the network itself. Such services should be distributed, should not be under the control of a single (or a few) player(s), should support resource discovery enriched with means for reputation management.
We expect that such solutions will start from the work carried out within EPCglobal in the context of the so-called Object Name Service and within the IRTF group ”ICNRG” for what concerns the application of Information Centric Networking techniques to the IoT. Also, concepts will be exploited introduced in the context of peer-to-peer systems, for what concerns the creation of a distributed catalogue of existing IoT resources, and in the context of the Social Internet of Things, for what concerns the creation service discovery and reputation management.
Also, the above solutions will be designed so that they are ready to support the next expected leap forward in IoT evolution, which envisions that individual IoT resources are not bounded to a specific, isolated platform. In other terms it is necessary that they support the case in which IoT resources owned by individual users are used by third party applications. In this way users become prosumers of IoT services which requires appropriate new authentication and accounting solutions. Starting point in this context will be the ongoing activities within the IETF Authentication and Authorisation for Constrained Environments (ACE) WG which is working on authenticated authorisation mechanisms for accessing resources hosted on servers in constrained environments and has completed a comprehensive use case document (RFC 7744).
In any case, the major feature of such context will be heterogeneity along several dimensions: access technology, identification/naming/addressing scheme, traffic patterns, deployment extension, device capabilities, etc. Such heterogeneity calls for a network which is highly flexible in all its segments, well beyond what is possible to achieve with current software defined networking and network function virtualisation technologies. In fact, while SDN/NFV mostly focus on the programmability of the behaviour of the network infrastructure, in IoT it is crucial to make the protocol stack of end devices programmable as well, so that they can react promptly to changes in the working environment. Also, slicing, which is one of the major concepts exploited to support several logical networks with heterogeneous behaviours on top of the same physical infrastructure, needs to be profoundly revised in the IoT contexts. In fact, in several IoT scenarios the same piece of information transported by the same packet can be of interest of several applications with very different QoS requirements. Such a frequent case cannot be supported by the current implementation of slices that are partitions of the packet space.
Also, the amount of data generated by the IoT is expected to increase with the number of devices at a pace that is orders of magnitude higher than the available data rates. This trend is not sustainable unless radical changes in the Internet infrastructure are introduced. This means that the Internet, which is mostly a communication infrastructure today, must turn into a computing and communication infrastructure capable of executing data processing and fusion in any of its components.
The raise of interest towards edge cloud and edge computing goes in this direction; however, the process must go well further and should impact the Internet architecture in its fundamentals. In fact, by turning all network switches/routers into computing nodes the Internet will become a huge and pervasive network of middleboxes and several assumptions that are at the very basis of the TCP/IP protocol stack will not be valid anymore.
Finally, it is clear that the true IoT revolution will happen only if a reasonable level of security can be guaranteed. In this context, work is needed to go beyond the work carried out by the ”DTLS In Constrained Environment” (DICE) WG that has produced a TLS/DTLS profile that is suitable for constrained devices. In fact, a recent Internet Draft has been produced by the IRTF ”Thing to Thing Research Group” (T2TRG) which provides an overview of open security issues in the IoT domain.


[bookmark: m_-8012333699413155695__Toc8289587][bookmark: _Toc12788325]Tactile and Industrial-Tactile IoT: Research priorities in this area focus on real-time sensing/actuating using haptic interaction with visual feedback, and the integration of IoT systems supporting not only audio-visual interactions but also involving robotic systems to be controlled with a real-time response. 


Emerging industrial IoT applications, 
It is expected that new emerging applications based on Tactile IoT/IIoT, will be developed in the near future, see e.g., [191]. Examples of Emerging applications using tactile IoT/IIoT, described in [191] are:
· Holographic media applications: involve not only the local rendering of holograms but networking aspects, specifically the ability to transmit and stream holographic data from remote sites,
· Multi-Sense Networks: include emerging applications that involve not only optical (video, holograms) and acoustic (audio) senses, but as well smell and taste senses.
· Time Engineered Applications: uses a communication system that can coordinate between different sources of information such that all the parties involved have synchronized view of the application.
· Critical Infrastructure support applications: support of critical infrastructures that refer to those essential assets that are considered vital to the continued smooth functioning of the society as an integrated entity.

Emerging industrial IoT applications, Tactile Internet and autonomous/robotic systems solutions will require far faster reactivity at the edges of the networks as it becomes increasingly inefficient to extract insights from the cloud with growing numbers of IoT devices. Research priorities include the development of new open integrated horizontal platforms for mobile edge computing and edge analytics solutions.

[bookmark: _Toc12788319]Extreme Automation and Real-Time Zero-Touch - Service Orchestration: In a few years, social machines, smart contracts and other types of more advanced interaction will be a reality. Some machines will be indistinguishable from people from the perspective of business processes and interactions, with higher capacity of decisions, the ability to orchestrate common actions, make requests, etc. Future networks will therefore require higher demands on real-time network service management and a high degree of automation. The challenge is how, without breaking overall end user experience. Several topics are to be addressed, including:

· Enhanced policy management including huge data analytics
· Artificial intelligence driven orchestration
· Cloud-native management applied to Network Function Virtualization orchestration

[bookmark: m_-8012333699413155695__Toc8289571][bookmark: _Toc12788320]Service Injection Loop: The creation of services should be reinvented for the new digital area. Architectural micro services provide modular, distributed software components that can be deployed in any environment with a standardized infrastructure, allowing distributed applications to be installed on a cloud infrastructure while maintaining maximum flexibility. Research is required into new ways of describing the entire platform in metamodels. This innovation should be driven not only in the network transformation but also in the creation of a catalogue of new services. These services interoperate with platform capabilities and can automatically adapt to the needs of the user, and will involve new business models in pay-for-what-you-use services. 

Digital Twins for IoT: Digital twins are virtual representations of material assets. While current solutions for IoT platforms have mainly been for the representation of physical objects, features such as simulation, manipulation and optimization are missing. Digital twins can be used, for example, to trigger and simulate threat scenarios, and help to optimize the security strategy to handle such scenarios if they occurred in the real world. Research is needed to address the Integration of IoTsdigital twins Into IoT/5G industrial platforms. 



11.2.3 [bookmark: _Toc509817931][bookmark: _Toc525463894][bookmark: _Toc39842977]Impact of Blockchain Technologies on the Network
We posit that the integration of Blockchain technologies in the Internet infrastructure itself, opposed to application-specific add-ons, will emerge as one of the major and most impactful innovation trends in the Future Internet. As discussed in the following, our belief is that permissioned blockchains will gradually extend beyond the very specific single-application realm of most of the today’s use cases and will hold the promise to emerge as an open large-scale trust infrastructure, duly controlled and regulated unlike the current massively deployed permission less technologies laying at the foundation of today’s crypto currencies. Such a trust infrastructure, while complementing the Internet’s connectivity and data distribution services, will likely shape as a federation of independent (and mutually untrusting) providers. Current distributed ledgers’ anarchy will most likely be replaced by a form of control and coordination loosely mimicking the way in which multi-domain/multi-country Internet regulation bodies and authorities are today governing and steering the operation of competing Internet Service Providers and autonomous systems. The range of potential use cases for future networks is huge: capacity sharing in distributed networks, spectrum, resource and infrastructure management and sharing, energy trading, resource and service federation in virtualized networks, etc. Facilitating all these scenarios Blockchain technologies would also further contribute to cut down the operational costs of running the network. Additional interdisciplinary interactions with distributed ML/AI solutions and the corresponding game theoretical effects are also to be explored to fulfil the view of Next generation self-organized networks. 

The Dawn of Blockchains: The Era of the ”Wild”
Even if the three underlying baseline technology dimensions inside Blockchains root back to works carried out many years before (hash chains and Merkle Trees in the 70ies, consensus protocols in the 80ies, and smart contracts [180] in the 90ies), Blockchains – as we know them today – emerged only in 2008, as the technical foundation and enabler of Bitcoin [181], the first fully decentralised (peer-to-peer) digital/virtual currency. The massive interest in Bitcoin emerged because of its ability to permit transactions without any trusted financial institution intermediaries managing them. Indeed, the Bitcoin’s Blockchain, as well as any other Blockchain technology behind the subsequent crypto currencies (Ethereum, Ripple, Litecoin, Cardano, Iota, etc – 1583 at the time of writing) is completely wild. With this terminology, we mean that anyone willing to deploy time and resources (e.g. computing power in the case of Bitcoin’s Proof-of-Work), not only can participate in building – mining – the relevant blocks but might in principle even try to bias or change its operation. In fact, in Bitcoin, a new crypto currency can be deployed by ”just” convincing a critical mass of block miners to adopt different rules – see the many ”hard forks” popped up just in 2017 (Bitcoin Cash, Gold, Diamond, Private, etc. – we leave the reader to judge which of these initiatives were really necessary in solving real problems).
Even more interesting is the case of Ethereum: the utter flexibility of the relevant scripting language (a Turing-complete language called Solidity) permits anyone to easily create new applications on top of its blockchain by simply programming a ”smart contract”. Despite the hype, and the huge perceived potential in fields also outside crypto currencies, it is fair to say that such flexibility does not nearly come along without concerns[footnoteRef:37], and has to date mainly used to launch new coins, often of questionable value – see https://uetoken.com for a very ironic Initial Coin Offer (ICO) which explicitly names itself ”Useless Ethereum Token” and self-describes it as (verbatim quote): ”the world's first 100 % honest Ethereum ICO: you're going to give some random person on the Internet money, and they're going to take it and go buy stuff with it”. Perhaps not so unsurprisingly, given the current level of hype, even such a clearly fake ICO (Initial Coin Offering) ended up in being traded for real, gathering as much as 310.445,00 ETH (Ethereum)! [37: 	Among the many disasters, see for instance the catastrophic Ethereum’s DAO hack in June 2016 or the case of the Parity wallets, severely hacked as much as twice in one single year, 2017.] 


The Emergence of Permissioned Blockchains
Even if emerged in the above discussed wild context of crypto currencies, most of the industry is nowadays understanding that blockchains may bring a significant value also in many concrete application domains, as a shared ”database” replacement. In this direction, great business attention is currently posed on the so-called ”permissioned” blockchain technologies (e.g., Multichain, Hyperledger, etc.), whose somewhat controlled/federated trust model permits them to circumvent the scalability issues and resource consumption (e.g. energy) which affects their public counterparts.
But what is a ”permissioned” blockchain? Quoting a crystal-clear explanation by Gideon Greenspan, leader and developer of a permissioned Blockchain technology called Multichain, ”the core value of a blockchain is to enable a database or ledger to be directly shared across boundaries of trust, without putting any single party in charge. A blockchain lets a group of actors achieve real-time reconciliation of validated, authenticated and timestamped transactions, without the cost, hassle and risk of relying on a trusted intermediary” [182]. In other words, blockchains are clearly pointless in contexts where there is a trusted intermediary which guarantees that what you read from its database is ”true”. But they do unleash their full value when you need a shared (append-only) database, with multiple writers which do NOT trust each other, and without any trusted intermediary which may validate (and hence guarantee) that what writers are registering in the shared database is truthful.
This latter point – explicit and upfront validation of every transaction prior to storing it in the ledger – is what makes blockchains very different from ordinary databases. Indeed, the trustworthiness of the information contained in a blockchain is accomplished by the joint involvement of three complementary techniques:
i) a way to make sure that a transaction recorded at a given time cannot be modified in the future – i.e. the hash-pointer block structure which guarantees storage integrity; 
ii) a way to resolve differences among different replicas of the blocks – this is accomplished by a suitable consensus protocol, and
iii) a way to explicitly verify that a transaction being stored is valid, via a suitable formal script associated to the transaction and ”executed” prior to adding a transaction to the ledger.
The key advantage of permissioned blockchains with respect to their ”wild” public counterparts is that not everybody can create blocks and add them to the chain, but only the subset of parties that have been granted an explicit permission to do. This fact completely changes many underlying technical requirements, and permits to significantly widen (and make explicit) the consensus protocols employed [183], improve scalability, guarantee fork-less operation (e.g. with signature-based consensus), improve timestamping and time necessary until a transaction is guaranteed to be registered of orders of magnitudes with respect to the today’s Bitcoin hours. Most notably, an upfront fixed number of ”miners” permits to get rid of the need to defend against Sybil attacks, the primary reason which mandates the impressive waste of energy in the Bitcoin’s Proof-of-Work.

Blockchains as Internet Infrastructure Extension?
A further advantage of a properly implemented permissioned blockchain also resides in the possibility to further control who, specifically, can create a smart contract (in other words, an application on top of the blockchain), and how.
Many readers might of course strongly complain that the presence of controlled parties which manage the chain, along with the possible restrictions set forth in terms of smart contracts’ deployment (or even permissions to transact on the chain) are in sheer contrast with the original decentralisation reasons that have led to the invention and emergence of the Bitcoin’s blockchain. While in principle we highly value full decentralisation and freedom, it is a matter of fact that lack of any form of control may easily yield abuses, scams, and fakes. The previously mentioned Useless Ethereum Token is a blatant example of how users, lacking the ability and the instruments to thoroughly vet ICOs, may fall into false ones. And, arguably well beyond the discussion carried out in this section, but still related to trust, the problem of data quality and fake information circulating over the Internet is arguably one of the most challenging and widely open Internet threats.
The point we wish to make here is that public, large-scale, infrastructure variants of permissioned blockchains, extending beyond the realm of a specific application, and rather providing a platform, managed by a controlled multiplicity of non-mutually-trusting ”trust providers”, may permit to share explicitly validated information across boundaries of trust. To remark that a large scale permissioned blockchain governed by agreements between independent countries and relevant authorities might not be impossible, it is worth to note that a controlled set of multiple competing providers is exactly the model at the basis of the today’s Internet! Such a large-scale trust infrastructure may come along with a Copernican revolution and turn the burden of verifying the validity of a claim from the end user to the infrastructure itself. In other words, a data or transaction is valid when it is recorded in the chain, thus relieving the verification burden from the end layman’s user. And validity is clearly specified by a validation script (a smart contract) deployed following a clearly specified governance model enforced by the permissioned blockchain infrastructure itself.
Before concluding, to bring evidence that our thesis might not be too far to come, we remark that initial steps in this direction have been already made. For instance, the ”Certificate Transparency” initiative [184] launched in 2014 by Google gave end users and domain owners the possibility to transparently verify that a formally valid certificate (i.e. correctly signed by a certification authority) was really issued to the domain owner, thus mitigating the problem of fake TLS (Transport Layer Security) certificates. While Google’s massive-scale block-based data structure leverages Merkle Trees and closely reminds a ledger, it is still purpose-specific (tailored to the very special case of TLS Certificates), is not meant to support decentralisation and shared ownership (via consensus), and – most notably – lacks any formal validation of the data inserted, which only a scripting language may provide.
With the growing understanding and maturity of permissioned blockchain technologies, with the support of policy makers for identifying the appropriate governance models loosely mimicking the way in which the multi-domain Internet is today controlled by multi-country Internet regulation bodies and authorities, and with the help of technicians for identifying the necessary extensions in the technological platform, such future is not too far to come.

11.2.4 [bookmark: _Toc509817932][bookmark: _Toc525463895][bookmark: _Toc39842978]Evolution of Protocols
Several technological trends will affect protocol development in the following years. These include:
1. Achieving ultra-low latency end-to-end communication is now recognised as the most important goal for many applications that will become ubiquitous in the years to come (e.g., networked virtual and augmented reality, automation, etc.). Moreover, for some of these applications (e.g., Augmented Reality (AR) / Virtual Reality (VR)) both ultra-low latency and very high data rates are required, so the traditional latency-throughput trade-off will not be longer applicable.
2. The capacity of access links rapidly increases, especially in the wireless domain. Additionally, hosts can now efficiently use multiple interfaces as if they were a single resource. Users make good use of the higher total capacity, as consumption and production of high-bandwidth video have also been rapidly increasing. The net effect is that, after more than a decade of almost-certainty, it is today much less clear that congestion always appears in access links. Measurements have shown that core peering interconnections can also be throughput bottlenecks for traffic on end-to-end Internet paths.
3. At the same time, the infrastructure underlying 5G networks exposes increasingly diverse characteristics with e.g. Visible Light Communication links, millimetre-wave links and modern WiFi standards. All these access technologies have in common that they no longer emulate the behaviour of a static-capacity bottleneck. The increasing dynamicity of the exposed behaviour is further intensified by a shift towards greater mobility of both humans and machines (increasing usage of cellular networks, and intrinsically mobile usage scenarios such as Vehicular Networking or Unmanned Aerial Vehicle (UAV) networks).
4. Internet communication patterns have changed, in the sense that connecting to nearby Content Distribution Network (CDN) servers has become the most common way of consuming / using popular Internet services and content, instead of connecting to servers that are far away. Trends such as fog computing will increase the ”locality” of communication for many users (both humans and machines) and applications.
5. Increased flexibility in both in-network devices and networking software in end-hosts is becoming the new norm. The former has become malleable as they are changing from a static hardware design to software-based designs (Software Defined Networking (SDN), Network Function Virtualisation (NFV)). For the latter, developments such as the Internet Engineering Task Force (IETF)’s work on Transport Services (TAPS) and user-level protocol stacks are paving the way for avoiding ossification and making networking stacks more adaptive and future-proof.
6. Finally, security, privacy and trust have moved from being an afterthought in the design of new communication protocols, to an absolute necessity in the face of a growing and ever-evolving threat landscape.
Several of these trends conflict with the traditional layering in the Internet, where TCP/IP protocols interconnect applications across any underlying link layer technologies, and transport-layer congestion control optimises the sending rate. For example, TCP cannot handle quickly changing bottlenecks well and assumes a static bottleneck capacity (conflicting with trend #3) and causes delay by filling buffers (the ”bufferbloat” phenomenon, conflicting with trend #1). TCP is also ”blind” to the underlying technologies, even when there may only be a few hops across one or two types of link layers between a CDN server and an end user (trend #4 is an unused opportunity), and such a short path might be swiftly adapted and controlled in software (trend #5 is an unused opportunity).
Some developments that partially address these trends have surfaced: for example, Information Centric Networking (ICN) focuses almost exclusively on content distribution. The (mostly US-American) industry has been developing methods to improve the performance of the Internet’s transport layer, as well as making it more secure and more flexible; examples of such developments include Multipath TCP (MPTCP), new Active Queue Management (AQM) algorithms, the QUIC transport protocol, novelties in Explicit Congestion Notification (ECN) usage, and new types of congestion control. However, it is unclear whether these point solutions will be flexible and robust enough to both satisfy the needs of upcoming and future applications and be suitable for 5G network technologies and beyond.
The increasing heterogeneity and dynamics of the underlying infrastructure will necessitate greater flexibility, both in end systems and inside the network. Internet transport protocols will have to be exchangeable at run time. Also, better interplay between applications and the underlying network will be necessary. This will enable dynamically mapping the service needs of applications to the current network infrastructure. Inside the network, long-term traffic engineering by deploying hardware will of course prevail, but traffic engineering controlled by humans using software will be replaced by automation and new protocols that learn both from historical data and traffic conditions in real time. AI/ML techniques and data analytics will be key drivers of self-adaptation and self-management, both in network nodes and in the protocol stacks of end hosts. However, all these solutions are still in their infancy – at best – and will require important research efforts before they can be widely used and deployed.
Even more drastic solutions could try to address all the problems related to the trends above by challenging the traditional role of protocol layering. A possible step in this direction are recursive network architectures, as they allow to react faster by tightening the control loop, thus solving problems closer to where they occur. Could we envision a future where TCP/IP would only be used as a rendezvous protocol in the common case, and all communication would switch over to an entirely different technology when this different technology is found to work for a (typically short) end-to-end path?

11.3 [bookmark: _Toc509817933][bookmark: _Toc525463896][bookmark: _Toc39842979]Applications
11.3.1 [bookmark: _Toc509817934][bookmark: _Toc525463897][bookmark: _Toc39842980]Application Level Networking
[bookmark: _Toc509513094]The continued growth in the video space and the push for increased quality, interactivity, and personalisation of media content, coupled with the widespread introduction of augmented and virtual reality, and increasingly heterogeneous and mobile platforms, challenges network performance, and will require new approaches and solutions. Surveillance and monitoring, whether fixed feeds or drone-based on-demand monitoring for disaster management, event security, etc., will further complicate the space; as will the growth in real-time sensor data distributed via machine-to-machine networks for control and management of industrial facilities and smart cities. Virtualisation of applications and their supporting services, enabling ubiquitous deployment via cloud and fog computing services, poses novel infrastructure management challenges. And the need to support innovation and overcome the performance limitations of edge devices requires new APIs and programming models.
The ongoing shift of TV distribution from broadcast onto the Internet will accelerate, driven by the need to transition spectrum to interactive services, cost constraints for all but the most popular content, and the desire to personalise and customise content to suit user interests, to support targeted advertising, and to match device capabilities. The complete transition of such content onto the Internet will involve at least a 10x increase in video traffic volume, yet video already comprises > 75 % of Internet traffic (Cisco Visual Networking Index, 2017). The ongoing transition towards 4k and 8k video, high dynamic range colour, and higher frame rates will further drive the traffic load. The desire for interactivity (e.g., dynamic viewpoint selection, augmented- and virtual-reality) further impacts load and introduces strict latency bounds for an effective user experience. The implications on application level networking are tremendous: the existing protocol stack cannot meet the needs of such applications and must evolve. It is necessary to move away from video as a specialist service, and rather integrate video content, live or pre-recorded, within the web infrastructure and content model. This does not mean abandoning quality of experience or quality of service guarantees – such will become ever more critical – but rather integrating those with the web content framework, delivery model, and APIs, to make video becomes addressable, accessible, and embeddable, and a fundamental part of the web experience.
The initial steps in this process are visible in the WebRTC standards, developed by W3C and IETF, that began the integration of real-time content into browsers – exposing novel APIs for capture, playback, and processing of real-time audio-visual content in web applications. The process is set to continue, with deployment of HTTP/2, QUIC, and future versions of the MPEG DASH and CMAF standards enabling convergence of real-time media and the web. But this is only the start – deep integration of multipath, to make effective use of ultra-dense and diverse wireless networks, is essential, as is effective multicast and multiparty distribution. Both require transport protocols and web infrastructure evolution, since they change the delivery and security models, and require effective trust delegation and novel security mechanisms.
Increasing network capacity and quality of service, deployments of ultra-dense wireless, and related 5G technologies, will make live upload increasingly possible and relevant for breaking news, live sporting and entertainment events, to augment and replace traditional broadcast coverage. It will require and enable live contribution feeds, editing, and content composition. Raw video content will increasingly be available to augment and supplement professional content, and will be edited and processed live or near-live. This will push requirements for contribution bandwidth and quality of service, edge storage and compute, and edge processing for high quality and capacity video content. As with professional video production, user video contribution will increasingly transition from being a pseudo-isochronous feed to be a contribution of tagged-frames, with rich metadata including and geolocation and social context, integrated instantly into the web infrastructure for viewing, processing, and redistribution.
Video provenance will become a key issue, to combat ”fake news” and the effects of AI/ML-generated video that attempts to subvert legitimate content; these pose strong risks to the integrity of political and societal discourse, news, and the reputations of public figures, organisation, and events. While solving this is primarily a societal, political, and legal problem, the wide deployment of data provenance and signing infrastructure, to ensure the veracity of content before reputable organisations will distribute it, can support solutions in this space. Strong, vendor and government neutral, approaches are needed here, that must be multinational and verifiably outside the control of any single operator, vendor, or government to limit accusations of censorship and bias. This plays into the security and integrity of applications, network transport, and in-network processing.
To support these developments, the network must evolve to support highly distributed content, stored, processed, and delivered from a pervasive fog computing infrastructure, with effective quality of experience management. The security challenges are immense: how to ensure integrity and provenance of data, through multiple layers of caching, processing, and distribution, while maintaining privacy. Similarly, for meta-data management, quality of experience, and quality of service for media delivery, transport, and processing.
User device performance is strongly limited by thermal and battery constraints, despite the impressive growth in mobile compute performance. Edge compute, in the form of fog- and cloud-computing, virtualised infrastructure, offers an impressively scalable and flexible platform for off-loading processing, provided such processing scales in a parallel form. We need new APIs, replacing the venerable Berkeley Sockets, to address edge compute limitations, and user-space and kernel bypass networking protocols are increasingly needed to match application performance to the performance of the network. There are challenges in supporting the range of applications and protocols: more flexible APIs are needed, to align with application uses of the network, to support the increasing range of transport services (security, reliability, timeliness, quality of service, quality of experience, application intents, offload) needed by modern applications, and to support innovation by democratising network application development – excessive specialist knowledge is required to develop effective applications in this space.
Precursor projects such as NEAT and Post Sockets set the direction for novel APIs and are beginning to set the direction for future API standards but are just the starting point for the evolution in this space. Applications must express their needs for (partial) reliability, timeliness, robustness, security, quality of service, etc., in an abstract manner – requirements are mapped to underlying network capabilities, taking account network control information, load, wireless infrastructure capacity, and the need to co-exist with other virtualised applications. The policy framework below such an abstract API will increasing take account not just user, application, and system policy, but also the state of the entire network, interacting with the SDN control place, NFV services, and virtualised fog compute resources to determine what network paths, features, protocols, and resources are available for the application to use. The traditional network API provides no support – the network of the future must do so in a manner that doesn’t overwhelm applications, developers, operators, or network managers. We must abstract the complexity and enable intelligent control, while supporting policy choice and application needs.
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One of the key developments in the network architecture is the deep integration of application and service functionality pervasively within the network. This is not just data centre and cloud computing resources, but the integration of programmable processing resources throughout the network: in the core, the edges, and pervasively. The concepts of fog computing apply, but also software-defined networks, network function chaining, virtualisation, and container provision. There are numerous challenges are developing this vision.
Service discovery is essential. Existing mechanisms rely on a combination of anycast routing, domain name system (DNS)-based identifier-to-location mapping, and application-specific directories to locate services. Anycast routing abuses the Internet routing system to route to the nearest replica of a service but scaling it to large numbers of services bloats the Internet routing tables and is not sustainable. Parallel trends, including the transition to IPv6 and the subsequent use of IPv6 addresses as content identifiers – e.g., the Glass-to-Glass Internet Ecosystem proposal to give each frame of video content a unique IPv6 address, and similar approaches to service and container identification – already push routing scalability to its limits. Alternative routing algorithms, e.g., practical Compact Routing algorithms, or clean slate content centric networking architectures may help scale the routing infrastructure, but there are many open questions on how these will work. Directory services also have limitations around ensuring consistency, update performance, and scaling. The architecture will have to become much more dynamic, since the network of the future will no longer be addressing O(1000s) of proxies for a small number of centralised sites, but O(billions) of sophisticated data management and processing services within the network.
Service provisioning, management, and security are critical. A pervasive service platform is essential to supporting the applications of the future, but if implemented and architected incorrectly has the potential to be a significant platform for malware, surveillance, and denial of service. We must learn how to effectively manage billions of devices, ensuring that they are suitably configured, running appropriate software, kept up-to-date with security updates and patches, and run only properly authenticated and authorised applications. We have some solutions that approximate this in the cloud computing world, for managing large scale data centres, but these are much smaller scope than will be needed to support the services in the future – by several orders of magnitude – and make assumptions about the homogeneity of the user base, services, applications, platforms, and infrastructure that will not hold as the network scales. The network will become increasingly heterogeneous, devices will not be directly accessible from a centralised management node, will be subject to differing access and security policies, and will have strong and varying restrictions on usage. Management tools will have to adapt to support this heterogeneity, and differing policies, usages, and requirements. Existing cloud computing infrastructure, homogeneous and managed by, and in support of, a single organisation is not suitable, nor is it a good model going forward.
Security models must evolve. Some infrastructure will continue to be owned and operated by enterprises, network operators, and application/service providers, with controlled access to the data centres where it is hosted, but there will be increasing use of untrusted or partially trusted physically insecure infrastructure located in residential properties, public locations, or end-user devices. Tools for secure boot, code signing, and cryptographic verification of the execution environment will become critical. As will tools to manage and control data access, management, and provenance. Techniques such as homomorphic encryption, that allow devices to process data without having access to the data they are processing, have potential in this space, but are currently too slow and limited to be realistic – development is needed.
Authentication of services and service providers, while accounting for resource usage, is an essential part of the economics of the network of the future. Micropayments will become a key part of the system. The infrastructure to support in-network services and applications is not free – the CAPEX to deploy the underlying network and computational platforms is great, as are the OPEX to manage, power, provision, and support these services. Billing and accounting models for centralised services are already complex – how can we support, manage, and control costs for services scaling to billions of nodes, within a heterogeneous infrastructure into which the service provider has little-or-no visibility?
Privacy and data management, location of processing and data to match legal and moral restrictions on data distribution, access, and processing become increasingly important. Many of the services and applications envisaged operate on, process, and deal with personal data, that is increasingly – and rightly – subject to strict regulation, control, and limitation. We do not have good tools to reason about, describe, and discuss, how data can be processed, where it is to be located, and how it can be distributed – not in human language, legal language, or code. Policy descriptions, rules, and constraints will need to be specified in a form that can be enforced by the infrastructure on the services, since direct human oversight is not feasible at the scales considered. We have no good models, languages, or tools in this space, yet they must urgently be developed if the service-based model of applications is to scale while retaining any user trust.
Finally, novel programming models and languages will be needed to support these services, applications, and deployments. We accept that initial deployments will be based on existing infrastructure – Linux containers, virtual machines, and traditional network programming models and protocols – but these are clearly insufficient for the network envisaged for the future. The Linux container model is not secure, is not portable, and offers a programming interface that is too broad an interface to be made secure, and insufficiently expressive to meet future needs. Many existing programming languages and APIs are not type or memory safe, making services difficult to reason about, monitor, and control. Virtual machines with well-defined semantics offer one approach, as do novel APIs and programming models such as CloudABI and Capicsum, that constrain and control what operations a service can perform. Languages like Erlang offer compelling concurrency and fault tolerance mechanisms, but are weak at service orchestration, management, discovery, control, and security. The application of programming research via languages like Rust or Idris offers potential to go further, as do platforms such as Singularity, but there is still a long way to do before we can have confidence that services and applications perform as intended, and respect data protection regulations and user privacy.
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The final interface to consider is that between applications and the intelligent, pervasive, and service oriented network of the future. It is clear this interface must broaden, and offer more compelling, easier to use, services and features to meet the needs of future applications. The traditional networking API – the Berkeley Sockets API – is not fit for purpose. It is too low-level, too limited, and does not expose the dynamic, changing, nature of the network, nor the high-level services and features needed to support modern applications.
At the transport layer, the network must evolve to allow applications to make effective use of the resources offered by the network. The increasingly heterogeneous and dynamic nature of the network is not exposed by traditional APIs. We must make applications aware that the network is not constant, and that the services and features offered depend on the location in which the application terminal is located. Available services, and their accessibility, vary from location to location, as does name resolution, routing, transport performance, and policy and privacy constraints. Network functionality varies – yet this is not exposed to the applications or higher layer protocols. At minimum, we must expose this heterogeneity to the applications: making the very different network functions and features visible, supporting multi-path and multicast services where offered, and allowing applications to understand their network environment, probe and use appropriate transport protocols, and make best use of the features and services offered by the network in which they find themselves. The Transport Services and Post Sockets work in the IETF Internet standards community is a first step in this direction, moving beyond the limitations of Berkeley Sockets and starting to embed a policy-compliant intelligence into the stack to help applications make best use of the network, but it is only a start and more needs to be done.
Higher-layer protocols must be enabled. The network API of the future will not be merely a transport API. Rather, the goal is to instantiate local support services and network functions to support the application and move appropriate data to the user location – subject to privacy and policy constraints – such that processing can happen nearby, meeting quality of experience latency bounds. The move is away from networking APIs, towards pervasive distributed systems that can run irrespective of the underlying physical infrastructure, and that are location, policy, and regulatory environment aware.
There are numerous systems that require such support. Simplest are perhaps video content distribution applications, delivering increasingly interactive audio-visual content from service and content providers to users, but also uploading user-generated content to viewers. More latency and performance sensitive applications will follow: augmented and virtual reality, gaming, business support, etc., that require local data and processing to meet latency bounds and service the needs of the application, tracking user behaviour and supporting interactive applications that must predict, and respond to, user needs in real time. More demanding still are applications such as teleoperation of remote devices, surgery, healthcare, autonomous systems, conversational interfaces, and other interactive and pervasive services. These have strict latency and quality-to-service bounds to meet user expectations, and will increasingly rely on sophisticated, multipath, transport services, novel and secure transport protocols, and the ability to spawn local data stores and computation in support of the applications.
A recent trend, associated with aspects of tracing, is coming from the need to have simple ways of trace contacts. This recent pressure, associated with the current covid19 crisis, will most probably remain for the future, as a tool for managing future societal crisis, and hopefully without depending on user interaction, but instead on network capabilities. This is a completely different set of requirements to the network (or end devices – both Android and iOS are addressing this challenge) that need to be fulfilled while assuring adequate citizen protection in privacy and security aspects.
At present, we have no effective APIs, protocols, or interaction models to instantiate such services. The cloud infrastructure we offer is low-level, starting virtual machines or containers that run on specific operating systems and hardware infrastructure, with little in the way of support services – the Linux/Unix model is not suitable for the applications of the 21st century, but we have yet to settle of a type-safe, memory-safe, secure programming environment for the future, nor have we begun to develop the APIs and services that applications can use to understand the network, service, and regulatory environment in which they find themselves, or the data that they must manage, have available, or can distribute. The challenges in offering this are immense and rely on the effective integration of network transport services, pervasive computing infrastructure, policy, and data management.
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Example 1: SDG 2 – Zero Hunger 
From the description of SDG 2 the most relevant goals to the SNS Programme are the following: 
· Goal 2.3: By 2030, double the agricultural productivity and incomes of small-scale food producers, especially women, indigenous peoples, family farmers, pastoralists and fishers, including through secure and equal access to land, other productive resources and inputs, knowledge, financial services, markets and opportunities for value addition and non-farm employment. 
· Goal 2.C: Adopt measures to ensure the proper functioning of food commodity markets and their derivatives and facilitate timely access to market information, including on food reserves, in order to help limit extreme food price volatility. 
Indicative use cases are: 
1. Improve productivity and decrease cost through innovative production processes (e.g., smart farming, remote machinery operation). 
2. Provide access to specialised information for some cases in real time (e.g., health of crops using AR/VR systems). 
3. Provide access to markets and information in a globalised environment. 
4. Provide the means for end-to-end product traceability information. 
 
The corresponding workflow examples are: 
1. Easy connection and management of massive IoT devices. 
2. Support the automation of the farming activities (autonomic and remotely operated farming machinery). 
3. Collection and management of vast amounts of information of localised significance. 
4. Access to AI based systems to receive specialised information. 
5. Global coverage and always on connectivity in an affordable way. 
 
Finally, the needed ICT building blocks to support the abovementioned workflow are: 
1. Support of novel functional architecture (e.g., slicing, advanced ad-hoc mode of operation, support mMTC and URLLC networks, satellite communications etc.). 
2. Self-reacting core-orchestrators. 
3. Provide efficient and affordable means for coverage and capacity in telecommunication systems (NFV/SDN, advanced edge computing and meta-data, energy efficient mechanisms). 
4. Software defined security, distributed trust systems. 
5. Scalable management of massive deployment distributed autonomous and cooperative computing, nanothings networking. 
6. Energy efficiency through improved RF components and systems. 
7. Swarm computing. 
Example 2: SDG 3 – Good Health and well-being 
From the description of SDG 2 the most relevant goals to the SNS Programme are the following: 
· Goal 3.6: By 2020, halve the number of global deaths and injuries from road traffic accidents. 
· Goal 3.8: Achieve universal health coverage, including financial risk protection, access to quality essential health-care services and access to safe, effective, quality and affordable essential medicines and vaccines for all. 
 
Indicative use cases are: 
1. Provide improved road safety solution for vehicles and pedestrians. 
2. Provide access to advanced health services (e.g., remote surgery). 
3. Provide support for advanced warning system. 
The corresponding workflow examples are: 
1. Support V2X communication systems for gradually introduce new levels of autonomous driving. 
2. Connection to real time and non-real time medical services and doctors even to remote places. 
3. Access in a secure way to AI based systems to receive specialized medical information. 
 
Finally, the needed ICT building blocks to support the abovementioned workflow are: 
1. Support of novel functional architecture (e.g., slicing, support URLLC networks, integrated fixed-mobile architectures, satellite communications, intent-driven and AI/ML management of network etc.). 
2. Seamless fog/edge/cloud orchestration to support V2X Application servers. 
3. Provide efficient and affordable means for coverage and capacity in telecommunication systems (spectrum, bandwidth adaptation, advanced edge computing, improved radio technology and signal processing, e.g., Terahertz, mmWave, VLC, capacity scaling). 
4. Network wide security and trust on an end-to-end basis. 
5. Native integration of AI and ML solutions for both the network and the applications. 


12. [bookmark: _Toc525463900][bookmark: _Toc39842984]References
[34] H. Lasi, P. Fettke, HG. Kemper, et al: “Industry 4.0”, Bus Inf Syst Eng, 6: 239, 2014. https://doi.org/10.1007/s12599-014-0334-4
[35] Tiecke, T. G., Thompson, J. D., de Leon, N. P., Liu, L. R., Vuletić, V., & Lukin, M. D.: (2014). Nanophotonic quantum phase switch with a single atom. Nature, 508(7495), 241.
[36] Azuma, K., Tamaki, K., & Lo, H. K.: (2015). All-photonic quantum repeaters. Nature communications, 6, 6787.

[185]	A. N. Sloss and S. Gustafson, “Evolutionary Algorithms Review,” 2019.
[186]	M.J. Lopez-Morales et al., “Artificial Intelligence-aided Constellation Design for Multi-User MDPSK Non-Coherent Massive SIMO”, submitted to IEEE Global Communications Conference (Globecom), Taipei, Dec. 2020.
[187]	R. T. Jones, et al., “Deep learning of geometric constellation shaping including fiber nonlinearities,” in 2018 European Conference on Optical Communication (ECOC), Sep. 2018.
[188]	T. O’Shea and J. Hoydis, “An Introduction to Deep Learning for the Physical Layer,” IEEE Transactions on Cognitive Communications and Networking, vol. 3, no. 4, pp. 563–575, Dec 2017.
[189]	C. Lee, H. B. Yilmaz, C. Chae, N. Farsad and A. Goldsmith, "Machine learning based channel modeling for molecular MIMO communications," 2017 IEEE 18th International Workshop on Signal Processing Advances in Wireless Communications (SPAWC), Sapporo, 2017.
[190]	R. Shrestha e al. “A wire waveguide channel for terabit-per-second links“, Applied Physics Letters, vol. 116, no. 13, Mar. 2020.
[191] 	"Network 2030: A Blueprint of Technology, Applications and Market Drivers Towards the Year 2030 and Beyond", FG-NET-2030 ITU-T, May 2019
[192]	“Cisco Global Cloud Index: Forecast and Methodology, 2016–2021 White Paper
[193]	Energy and Policy Considerations for Deep Learning in NLP. Emma Strubell, Ananya Ganesh and Andrew McCallum. Annual Meeting of the Association for Computational Linguistics (ACL short). Florence, Italy. July 2019.
[194]	H. D. Trinh, E. Zeydan, L. Giupponi, P. Dini, Detecting Mobile Traffic Anomalies ThroughPhysical Control Channel Fingerprinting:A Deep Semi-Supervised Approach , IEEE Access, Vol. 7, pp. 152187-152201, October 2019.


	Rui L. Aguiar
	Instituto de Telecomunicações, Univ. de Aveiro

	Ian F. Akyldiz
	Georgia Institute of Technology

	Achim Autenrieth
	ADVA Optical Networking

	Arturo Azcorra
	University Carlos III of Madrid, Imdea Networks

	Giuseppe Bianchi
	University of Rome, Tor Vergata

	Sebastién Bigo
	Nokia Bell Labs

	Nicola Blefari-Melazzi
	CNIT

	Harald Bock
	Coriant

	Andre Bourdoux
	IMEC

	Giuseppe Caire
	TU Berlin

	Gino Carrozzo
	Nextworks

	Fabio Cavaliere
	Ericsson

	Sonia Cazalens
	CNES

	Symeon Chatzinotas
	Univ. of Luxembourg

	Nicolas Chuberre
	Thales Alenia Space

	Nicola Ciulli 
	Nextworks

	Daniel Corujo
	Instituto de Telecomunicações, Univ. de Aveiro

	Tomaso de Cola
	DLR

	Angelo Corsaro
	ADLINK Technology Inc

	Ángel Cuevas
	University Carlos III of Madrid

	Rubén Cuevas
	University Carlos III of Madrid

	Filippo Cugini
	Scuoala Superiore Sant’Ana / CNIT

	Franco Davoli
	U. Genoa / CNIT

	Paolo Dini
	CTTC

	Herve Debar 
	telecom SudParis

	Emmanuel Dotaro
	Thales

	Omar Elloumi
	Nokia 

	Michael Eiselt
	ADVA Optical Networking

	Joerg-Peter Elbers
	ADVA Optical Networking

	Barry Evans
	Univ. of Surrey

	Antonio Fernández-Anta
	Imdea Networks

	Gerhard Fettweis
	TU Dresden

	Miltiadis Filippou
	Intel Germany

	Ronald Freund
	Fraunhofer HHI

	Ana Garcia
	University Carlos III of Madrid

	Lorenza Giupponi
	CTTC

	Stein Gjessing
	University of Oslo Norway

	Jose Enrique Gonzalez
	Atos

	Roberto Gonzalez
	NEC

	Helmut Grießer
	ADVA Optical Networking

	Maria Guta
	ESA

	Harald Haas
	University of Edinburgh

	Artur Hecker
	Huawei Technologies

	Elisa Jimeno
	Atos

	Josep M. Jornet
	State University of New York at Buffalo

	Liu Ju
	Huawei

	Georgios Karagiannis
	Huawei

	Raymond Knopp
	EURECOM

	Christos Liaskos
	Foundation for Research and Technology – Hellas

	Diego Lopez
	Telefonica

	Antonio Manzalini
	TIM

	Marco Ajmone Marsan
	IMDEA

	Josep Martrat
	Atos

	Jean Marc Merolla
	University of Franche-Comte

	Enzo Mingozzi
	University of Pisa

	Marco Miozzo
	CTTC

	Werner Mohr
	Nokia

	Michael Montag
	Nokia

	Giacomo Morabito
	University of Catania

	Markus Mueck
	Intel Germany

	Raul Muñoz
	CTTC

	Antonio de la Oliva
	University Carlos III of Madrid

	Colin Perkins
	University of Glasgow

	Enrico Prati
	CNR

	Aurora Ramos
	Atos

	Ayman Radman
	Instituto de Telecomunicações

	Parm Raewal
	Vodafone

	David Ros
	Simula Research Laboratory, Norway

	Marco Ruffini,
	Trinity College Dublin

	Dario Sabella
	Intel Germany

	Agnes Salvatori
	Airbus DS

	Colja Schubert
	Fraunhofer Heinrich-Hertz-Institute

	Detlef Schulz
	SES

	Egon Schulz
	Huawei

	Juergen Sturm
	Texas Instruments

	Natalie Samovich
	Enercoutim

	Pablo Serrano
	University Carlos III of Madrid

	Dimitra Simeonidou
	University of Bristol

	Alena Sjarheyeva
	Gradiant

	Alexandros Stavdas
	University of Peloponnese

	Dirk Trossen
	InterDigital Europe, Ltd.

	Carlo Vallati
	University of Pisa

	Miguel Ángel Vázquez
	CTTC

	Luís Velasco
	Universitat Politecnica de Catalunya

	Ovidiu Vermesan
	Sintef Digital

	Rainer Wansch
	Fraunhofer Institute

	Simon Watts
	Avanti Communications

	Elisabeth Weller
	Eutelsat

	Michael Welzl
	University of Oslo Norway

	Wen Xu
	Huawei






[bookmark: _Toc37227339][bookmark: _Toc39842985][bookmark: _Toc511140423]References (not updated)
[37] [bookmark: _Ref510101988]United Nations: Sustainable Development Goals, August 12, 2015, http://www.un.org/sustainabledevelopment/sustainable-development-goals/.
[38] [bookmark: _Ref510102478]United Nations – Broadband Commission for Sustainable Development 2025 Targets: ”Connecting the Other Half”. 
http://www.broadbandcommission.org/Documents/publications/wef2018.pdf.
[39] [bookmark: _Ref510102508]EU Commission: Digital Agenda Scoreboard – The EU ICT Sector and its R&D Performance. 2017, http://ec.europa.eu/newsroom/document.cfm?doc_id=44503.
[40] [bookmark: _Ref510102549]World Bank: Exploring the Relationship Between Broadband and Economic Growth. Michael Minges, World Development Report, 2016, 
http://documents.worldbank.org/curated/en/178701467988875888/pdf/102955-WP-Box394845B-PUBLIC-WDR16-BP-Exploring-the-Relationship-between-Broadband-and-Economic-Growth-Minges.pdf.
[41] [bookmark: _Ref510102584]McKinsey & Company: The Internet of Things: Mapping the value beyond the hype. McKinsey Global Institute, June 2015, 
https://www.mckinsey.de/files/unlocking_the_potential_of_the_internet_of_things_full_report.pdf.
[42] [bookmark: _Ref510102604]EU Commission: Digital Single Market. Making the most of the digital opportunities in Europe. 2017, https://ec.europa.eu/digital-single-market/en/policies/shaping-digital-single-market.
[43] [bookmark: _Ref510102680]EU Commission: Europe's Digital Progress Report 2017. Commission Staff Working Document, SWD (2017) 160 final, 
https://ec.europa.eu/transparency/regdoc/rep/10102/2017/EN/SWD-2017-160-F1-EN-MAIN-PART-27.PDF.
[44] [bookmark: _Ref510102702]ETNO: Accenture Study ”Lead or Lose – A Vision for Europe’s digital future”. https://etno.eu/digital2030/people-planet-prosperity.
[45] [bookmark: _Ref510624238]K. Sakaguch et al: “Where, when, and how mmWave is used in 5G and beyond,” IEICE Transactions on Electronics, vol. E100-C, no.10, pp.790-808, 2017.
[46] [bookmark: _Ref510624469]Ericsson: Traffic Exploration. https://www.ericsson.com/TET/trafficView/loadBasicEditor.ericsson.
[47] [bookmark: _Ref510624582]WorldoMeters: Western Europe Population. http://www.worldometers.info/world-population/western-europe-population/.
[48] [bookmark: _Ref510624677]Cisco: Cisco Visual Networking Index: Global Mobile Data Traffic Forecast Update, 2016 - 2021 (White Paper), [Online]. Available at: https://www.cisco.com/c/en/us/solutions/collateral/service-provider/visual-networking-index-vni/mobile-white-paper-c11-520862.html.
[49] [bookmark: _Ref510625093]3GPP: 3GPP TS 22.261, Service Requirements for the 5G System, (Release 15), 2017.
[50] [bookmark: _Ref524009809]M.U. Sheikh and J. Lempiäinen. "Macro cellular network transition from traditional frequency range to 28 GHz millimeter wave frequency band," Wireless Networks, 24(3), pp. 943-953, 2018.
[51] [bookmark: _Ref510625728]M.S. Islim, R.X. Ferreira, X. He, E. Xie, S. Videv, S. Viola, S. Watson, N. Bamiedakis, R. V. Penty, I.H. White, A.E. Kelly, E. Gu, H. Haas and M. D. Dawson: “Towards 10 Gb/s OFDM-based visible light communication using a GaN violet micro-LED”, Photonics Research, vol. 2, no. 5, pp.: A35-A48, 2017.
[52] [bookmark: _Ref510625743]T. Cogalan and H. Haas: “Why would 5G need optical wireless communications?” in 2017 IEEE 28th Annual International Symposium on Personal, Indoor, and Mobile Radio Communications (PIMRC), pp. 1-6, 2017.
[53] [bookmark: _Ref510626090]Y. F. Huang et al: “17.6-Gbps universal filtered multi-carrier encoding of GaN blue LD for visible light communication,” in Proc. of the Conference on Lasers and Electro-Optics (CLEO), pp. 1-2, 2017.
[54] [bookmark: _Ref510626104]J. Fakidis, S. Videv, H. Helmers and H. Haas: “0.5-Gb/s OFDM-based laser data and power transfer using a GaAs photovoltaic cell,” IEEE Photonics Technology Letters, 2018.
[55] [bookmark: _Ref510626463]H. Haas, L. Yin, Y. Wang and C. Chen: “What is LiFi?,” Journal of Lightwave Technology, vol. 34, no. 6, pp. 1533-1544, March, 2016.
[56] [bookmark: _Ref510627035][bookmark: _Ref525117752]D. Tsonev, S. Videv and H. Haas: “Unlocking spectral efficiency in intensity modulation and direct detection systems,” IEEE Journal on Selected Areas in Communications, vol. 33, no. 9, pp. 1758-1770, Sept. 2015.
[57] [bookmark: _Ref510627419]I. F. Akyildiz, J. M. Jornet and C. Han: “Terahertz band: Next frontier for wireless communications,” Physical Communication (Elsevier) Journal, vol. 12, pp. 16–32, 2014.
[58] [bookmark: _Ref510627918]A. Nikpaik, A. H. M. Shirazi, A. Nabavi, S. Mirabbasi and S. Shekhar: “A 219-to-231 GHz frequency-multiplier-based VCO with 3 % peak DC-to-RF efficiency in 65-nm CMOS,” IEEE Journal of Solid-State Circuits, vol. 53, no. 2, pp. 389–403, 2018.
[59] [bookmark: _Ref510627932]H. Aghasi, A. Cathelin and E. Afshari: “A 0.92-THz SiGe power radiator based on a nonlinear theory for harmonic generation,” IEEE Journal of Solid-State Circuits, vol. 52, no. 2, pp. 406–422, 2017.
[60] [bookmark: _Ref510627944]W. R. Deal, K. Leong, A. Zamora, B. Gorospe, K. Nguyen and X. B. Mei: “A 660 GHz up-converter for THz communications,” in Proc. of the IEEE Compound Semiconductor Integrated Circuit Symposium (CSICS), pp. 1–4, 2017.
[61] [bookmark: _Ref511560216]H.-J. Song, K. Ajito, Y. Muramoto, A. Wakatsuki, T. Nagatsuma and N. Kukutsu: “Uni-travelling-carrier photodiode module generating 300 GHz power greater than 1 mW,” IEEE Microwave and Wireless Components Letters, vol. 22, no. 7, pp. 363–365, 2012.
[62] [bookmark: _Ref510627967]S.-W. Huang, J. Yang, S.-H. Yang, M. Yu, D.-L. Kwong, T. Zelevinsky, M. Jarrahi and C. W. Wong: “Globally stable microresonator turing pattern formation for coherent high-power THz radiation on-chip,” Physical Review X, vol. 7, no. 4, p. 041002, 2017.
[63] [bookmark: _Ref510627976]T. Nagatsuma, G. Ducournau and C. C. Renaud: “Advances in terahertz communications accelerated by photonics,” Nature Photonics, vol. 10, no. 6, p. 371, 2016.
[64] [bookmark: _Ref510627988]Q. Lu, D. Wu, S. Sengupta, S. Slivken and M. Razeghi: “Room temperature continuous wave, monolithic tunable THz sources based on highly efficient mid-infrared quantum cascade lasers,” Scientific reports, vol. 6, 2016.
[65] [bookmark: _Ref510628385]A. C. Ferrari, et al: “Science and technology roadmap for graphene, related two-dimensional crystals, and hybrid systems,” Nanoscale, vol. 7, no. 11, pp. 4598–4810, 2015.
[66] [bookmark: _Ref510628399]I. F. Akyildiz and J. M. Jornet: “Graphene-based plasmonic nano-transceiver employing HEMT for terahertz band communication,” U.S. Patent No. 9,397,758 issued on July 19, 2016 (Priority Date: December 6, 2013).
[67] [bookmark: _Ref510628413]J. M. Jornet and I. F. Akyildiz: “Graphene-based plasmonic nano-transceiver for terahertz band communication,” in Proc. of the 8th European Conference on Antennas and Propagation (EuCAP), The Hague, The Netherlands, April 2014.
[68] [bookmark: _Ref510628425]I. F. Akyildiz and J. M. Jornet: “Graphene-based plasmonic nano-antenna for terahertz band communication,” U.S. Patent No. 9,643,841, issued on May 9, 2017 (Priority Date: April 17, 2013).
[69] [bookmark: _Ref510628439]J. M. Jornet and I. F. Akyildiz: “Graphene-based plasmonic nano-antenna for terahertz band communication in nanonetworks,” IEEE Journal on Selected Areas in Communications (JSAC), Special Issue on Emerging Technologies in Communications, vol. 31, no. 12, pp. 685-694, Dec. 2013.
[70] [bookmark: _Ref510628657]J. M. Jornet and I. F. Akyildiz: “Channel modeling and capacity analysis for electromagnetic wireless nanonetworks in the terahertz band,” IEEE Transactions on Wireless Communications, vol. 10, no. 10, pp. 3211-3221, October 2011.
[71] [bookmark: _Ref510628668]C. Han, A.O. Bicen and I. Akyildiz: “Multi-ray channel modeling and wideband characterization for wireless communications in the terahertz band,” IEEE Transactions on Wireless Communications, vol. 14, no. 5, pp. 2402–2412, 2015.
[72] [bookmark: _Ref510628874]J. M. Jornet and I. F. Akyildiz: “Femtosecond-long pulse-based modulation for terahertz band communication in nanonetworks,” IEEE Transactions on Communications, vol. 62, no. 5, pp. 1742-1754, May 2014.
[73] [bookmark: _Ref510628886]C. Han and I. F. Akyildiz: “Distance-aware bandwidth-adaptive resource allocation for wireless systems in the THz band,” IEEE Transactions on Terahertz Science and Technology, vol. 64, no. 5, pp. 2130-2142, May 2016.
[74] [bookmark: _Ref510629448]T. Kürner and S. Priebe: “Towards THz communications - Status in research, standardization and regulation,” Journal of Infrared, Millimeter, and Terahertz Waves, vol. 35, no. 1, pp. 53–62, 2014.
[75] [bookmark: _Ref510637152]O. El Ayach, S. Rajagopal, S. Abu-Surra, Z. Pi and R. W. Heath: “Spatially sparse precoding in millimeter wave MIMO systems,” IEEE Transactions on Wireless Communications, vol. 13, no. 3, pp. 1499–1513, 2014.
[76] [bookmark: _Ref510637168]F. Rusek, D. Persson, B. K. Lau, E. G. Larsson, T. L. Marzetta, O. Edfors and F. Tufvesson: “Scaling up MIMO: Opportunities and challenges with very large arrays,” IEEE Signal Processing Magazine, vol. 30, no. 1, pp. 40–60, 2013.
[77] [bookmark: _Ref510637182]E. Torkildson, U. Madhow and M. Rodwell: “Indoor millimeter wave MIMO: Feasibility and performance,” IEEE Transactions on Wireless Communications, vol. 10, no. 12, pp. 4150–4160, 2011.
[78] [bookmark: _Ref510637224]E. Bjornson, E. G. Larsson and T. L. Marzetta: “Massive MIMO: Ten myths and one critical question,” IEEE Communications Magazine, vol. 54, no. 2, pp. 114–123, Feb. 2016.
[79] [bookmark: _Ref510637260]A. L. Swindlehurst, E. Ayanoglu, P. Heydari and F. Capolino: “Millimeter-wave massive MIMO: the next wireless revolution?” IEEE Communications Magazine, vol. 52, no. 9, pp. 56–62, Sep. 2014.
[80] [bookmark: _Ref510637278]I. F. Akyildiz and J. M. Jornet: “Realizing ultra-massive MIMO communication in the (0.06-10) terahertz band,” Nano Communication Networks (Elsevier) Journal, vol. 8, pp. 46-54, March 2016.
[81] [bookmark: _Ref510637304][bookmark: _Ref525118206]I. F. Akyildiz and J. M. Jornet: “Ultra massive MIMO communication in the terahertz band,” U.S. Patent No. 9,825,712, issued on November 21, 2017 (Priority Date: December 6, 2013).
[82] [bookmark: _Ref510637805]O. El Ayach, R. W. Heath, S. Rajagopal and Z. Pi: “Multimode precoding in millimeter wave MIMO transmitters with multiple antenna sub-arrays,” in IEEE Globecom, pp. 3476–3480, 2013.
[83] [bookmark: _Ref510637871]X. Huang, Y. J. Guo and J. D. Bunton: “A hybrid adaptive antenna array,” IEEE Transactions on Wireless Communications, vol. 9, no. 5, pp. 1770-1779, 2010.
[84] [bookmark: _Ref510637889]S.-H. Wu, L.-K. Chiu, K.-Y. Lin and T.-H. Chang: “Robust hybrid beamforming with phased antenna arrays for downlink SDMA in indoor 60 GHz channels,” IEEE Transactions on Wireless Communications, vol. 12, no. 9, pp. 4542–4557, 2013.
[85] [bookmark: _Ref510637908]C. Lin and G. Li: “Indoor terahertz communications: How many antenna arrays are needed?”, IEEE Transactions on Wireless Communications, vol. 14, no. 6, pp. 3097–3107, 2015.
[86] [bookmark: _Ref510637924]C. Lin and G. Li: “Adaptive beamforming with resource allocation for distance-aware multi-user indoor terahertz communications,” IEEE Transactions on Communications, vol. 63, no. 8, pp. 2985–2995, Aug. 2015.
[87] [bookmark: _Ref510638485]3GPP: 3GPP TR 38.801, Study on New Radio Access Technology, (Release 14), 2017.
[88] [bookmark: _Ref510638501]G. Wunder, P. Jung, M. Kasparick, T. Wild, F. Schaich, Y. Chen, S. Ten Brink, I. Gaspar, N. Michailow, A. Festag, L. Mendes, N. Cassiau, D. Ktenas, M. Dryjanski, S. Pietrzyk, B. Eged, P. Vago and F. Wiedmann: “5GNOW: Non-orthogonal, asynchronous waveforms for future mobile applications,” IEEE Communications Magazine, vol. 52, no. 2, pp. 97-105, Feb. 2014.
[89] [bookmark: _Ref510638534]Y. Medjahdi, S. Traverso, R. Gerzaguet, H. Shaiek, M. B. Mabrouk, D. L. Ruyet and a. D. R. Y. Louet: “On the road to 5G: Comparative study of physical layer in MTC context,” IEEE Access, vol. 5, pp. 26556-26581, 2017.
[90] [bookmark: _Ref510638561]Y. Tao, L. Liu, S. Liu and Z. Zhang: “A survey: Several technologies of non-orthogonal transmission for 5G,” China Communications, vol. 12, no. 10, pp. 1-15, Oct. 2015.
[91] [bookmark: _Ref510638600]R. Gerzaguet, N. Bartzoudis, L. G. Baltar, V. Berg, J.-B. Doré, D. Kténas, O. Font-Bach, X. Mestre, M. Payaró, M. Färber and K. Roth: “The 5G candidate waveform race: A comparison of complexity and performance,” EURASIP Journal on Wireless Communications and Networking, no. 13, 2017.
[92] [bookmark: _Ref510638619]M. van Eeckhaute, A. Bourdoux, P. de Doncker and F. Horlin: “Performance of emerging multi-carrier waveforms for 5G asynchronous communications,” EURASIP Journal on Wireless Communications and Networking, 2017.
[93] [bookmark: _Ref523991672]L. Dai, B. Wang, Z. Ding, Z. Wang, S. Chen and L. Hanzo, “A survey of non-orthogonal multiple access for 5G,” IEEE Communications Surveys & Tutorials, 20(3), 2294-2323, third quarter 2018.
[94] [bookmark: _Ref523991680]D. Kim, H. Lee and D. Hong, “A survey of in-band full-duplex transmission: From the perspective of PHY and MAC layers,” IEEE Communications Surveys & Tutorials, 17(4), 2017-2046, fourth quarter 2015.
[95] [bookmark: _Ref510639119]F. R. Kschischang and S. Pasupathy: “Optimal nonuniform signaling for Gaussian channels,” IEEE Transactions on Information Theory, 39(3), pp. 913-929, 1993.
[96] [bookmark: _Ref510639134]N. S. Loghin, J. Zöllner, B. Mouhouche, D. Ansorregui, J. Kim and S.I. Park: “Non-uniform constellations for ATSC 3.0,” IEEE Transactions on Broadcasting, 62(1), 197-203, 2016.
[97] [bookmark: _Ref510639149]G. Boecherer, F. Steiner and P. Schulte: “Bandwidth efficient and rate-matched low-density parity-check coded modulation,” IEEE Transactions on Communications, 63(12), pp. 4651-4665, 2015.
[98] [bookmark: _Ref510639169]M. Pikus and W. Xu: “Bit-level probabilistically shaped coded modulation,” IEEE Communications Letters, vol. 21, no. 9, pp. 1929–1932, Sept. 2017.
[99] [bookmark: _Ref510639187]T. Prinz, P. Yuan, G. Boecherer, F. Steiner, O. Iscan, R. Boehnke and W. Xu: “Polar coded probabilistic amplitude shaping for short packets,” in Proc. IEEE SPAWC, 2017.
[100] [bookmark: _Ref510627955]P. Shulte and F. Steiner: “Shell mapping for distribution matching,” arXiv:1803.03614, 2018.
[101] [bookmark: _Ref510639677]W. Xu, M. Huang, C. Zhu and A. Dammann: “Maximum likelihood TOA and OTDOA estimation with first arriving path detection for 3GPP LTE system,” Transactions on Emerging Telecommunications Technologies (ETT), 27 (3), pp. 339-356, 2016.
[102] [bookmark: _Ref510639690]H. Wymeersch, G. Seco-Granados, G. Destino, et al: “5GmmWave positioning for vehicular networks,” IEEE Wireless Communications, pp. 80–86, Dec. 2017.
[103] [bookmark: _Ref510639702]A. Dammann, R. Raulefs, S. Zhang: “On prospects of positioning in 5G,” in Proc. IEEE International Conference on Communication Workshop (ICCW), 2015.
[104] [bookmark: _Ref510639723]N. Garcia, H. Wymeersch, E. G. Larsson, A. M. Haimovich and M. Coulon: “Direct localization for massive MIMO,” IEEE Transactions on Signal Processing, vol. 65, no. 10, pp. 2475-2487, May 2017.
[105] [bookmark: _Ref510639757]R. di Taranto, S. Muppirisetty, R. Raulefs, D. Slock, T. Svensson and H. Wymeersch: “Location-Aware Communications for 5G Networks: How location information can improve scalability, latency, and robustness of 5G,” IEEE Signal Processing Magazine, vol. 31, no. 6, pp. 102-112, Nov. 2014.
[106] [bookmark: _Ref510640156]Y. Polyanskiy: “A perspective on massive random-access,” in Proc. IEEE International Symposium on Information Theory (ISIT), pp. 2523-2527, 2017.
[107] [bookmark: _Ref510640174]H.A. Inan, P. Kairouz and A. Ozgur: “Sparse combinatorial group testing for low-energy massive random access,” arXiv preprint arXiv:1711.05403, 2017.
[108] [bookmark: _Ref510640195]J. Luo and D. Guo: “Neighbor discovery in wireless ad hoc networks based on group testing,” In 46th Annual Allerton Conference on Communication, Control, and Computing, pp. 791-797, Sep. 2008.
[109] [bookmark: _Ref510640212]E. Paolini, C. Stefanovic, G. Liva and P. Popovski: “Coded random access: applying codes on graphs to design random access protocols,” IEEE Communications Magazine 53, no. 6, pp. 144-150, 2015.
[110] [bookmark: _Ref510640229]S. Rangan: “Generalized approximate message passing for estimation with random linear mixing,” in Proc. IEEE International Symposium on Information Theory (ISIT), pp. 2168-2172, 2011.
[111] [bookmark: _Ref510640251]Z. Chen, F. Sohrabi and W. Yu: “Sparse activity detection for massive connectivity,” arXiv preprint arXiv:1801.05873, 2018.
[112] [bookmark: _Ref510640277]S. Haghighatshoar, P. Jung and G. Caire: “Improved scaling law for activity detection in massive MIMO systems,” arXiv preprint arXiv:1803.02288, 2018.
[113] [bookmark: _Ref510640292]G. Fettweis, H. Boche, et al: “The tactile internet,” ITU-T Technology Watch Report, August 2014.
[114] [bookmark: _Ref510640307]H. Lasi, P. Fettke, HG. Kemper, et al: “Industry 4.0”, Bus Inf Syst Eng, 6: 239, 2014. https://doi.org/10.1007/s12599-014-0334-4
[115] [bookmark: _Ref510641494]Ericsson Expert Analytics. [Online]. Available: https://www.ericsson.com/ourportfolio/products/expert-analytics.
[116] [bookmark: _Ref510641522]M. Agiwal, A. Roy and N. Saxena: “Next generation 5G wireless networks: A comprehensive survey,” IEEE Communications Surveys & Tutorials, vol. 18, no. 3, pp. 1617-1655, 2016.
[117] [bookmark: _Ref510641586]C. Shepard, H. Yu, N. Anand, E. Li, T. Marzetta, R. Yang and L. Zhong: “Argos: Practical many-antenna base stations,” in Proc. of the 18th ACM annual international conference on Mobile computing and networking. ACM, pp. 53-64, 2012.
[118] [bookmark: _Ref510641599]J. Vieira, S. Malkowsky, K. Nieman, Z. Miers, N. Kundargi, L. Liu, I. Wong, V. Owall, O. Edfors and F. Tufvesson: “A exible 100-antenna testbed for massive MIMO,” in Proc. IEEE Globecom Workshops, pp. 287-293, 2014. 
[119] [bookmark: _Ref510641617]S.-W. Jeon, S.-N. Hong, M. Ji, G. Caire and A. F. Molisch: “Wireless multihop device-to-device caching networks,” IEEE Transactions on Information Theory, vol. 63, no. 3, pp. 1662-1676, 2017.
[120] [bookmark: _Ref510641625]M. Ji, G. Caire and A. F. Molisch: “Fundamental limits of caching in wireless D2D networks,” IEEE Transactions on Information Theory, vol. 62, no. 2, pp. 849-869, 2016.
[121] [bookmark: _Ref510641649]M. Maddah-Ali and U. Niesen: “Fundamental limits of caching,” IEEE Transactions on Information Theory, vol. 60, no. 5, pp. 2856-2867, May 2014.
[122] [bookmark: _Ref510641661]K. Shanmugam, N. Golrezaei, A. G. Dimakis, A. F. Molisch and G. Caire: “Femtocaching: Wireless content delivery through distributed caching helpers,” IEEE Transactions on Information Theory, vol. 59, no. 12, pp. 8402-8413, 2013.
[123] [bookmark: _Ref510641690]M. Bayat, R. K. Mungara and G. Caire: “Achieving Spatial Scalability for Coded Caching over Wireless Networks,” ArXiv preprint: arXiv:1803.05702, 2018.
[124] [bookmark: _Ref510641709]D. Bethanabhotla, G. Caire and M. J. Neely: “Wiflix: Adaptive video streaming in massive MU-MIMO wireless networks,” IEEE Transactions on Wireless Communications, vol. 15, no. 6, pp. 4088--4103, 2016.
[125] [bookmark: _Ref510694078]Photonics21: Vision Paper “Europe’s age of light! How photonics will power growth and innovation”, Nov 2017, online.
[126] [bookmark: _Ref510694093]P.J. Winzer, D.T. Neilson: “From Scaling Disparities to Integrated Parallelism: A Decathlon for a Decade,” J. Lightw. Technol., 35(2017)5, Feb. 2017, pp. 1099-1115.
[127] [bookmark: _Ref510694120]S. Wolf et al.: “DAC-Less Amplifier-Less Generation and Transmission of QAM Signals Using Sub-Volt Silicon-Organic Hybrid Modulators“, J. Lightw. Technol., 33(2015)7, April 2015, pp. 1425-1432.
[128] [bookmark: _Ref510793855]ETSI: Mobile Edge Computing - A key technology towards 5G. ETSI White Paper No. 11, First Edition September 2015, http://www.etsi.org/images/files/ETSIWhitePapers/etsi_wp11_mec_a_key_technology_towards_5g.pdf.
[129] [bookmark: _Ref525119833][bookmark: _Ref510793872]ETSI: ETSI GS MEC 003: Mobile Edge Computing (MEC); Framework and Reference Architecture. V 1.1.1, March 2016, 
http://www.etsi.org/deliver/etsi_gs/MEC/001_099/003/01.01.01_60/gs_MEC003v010101p.pdf.
[130] [bookmark: _Ref510804260][bookmark: _Ref510793957]3GPP: System Architecture for the 5G System. 3GPP-23501, 
https://portal.3gpp.org/desktopmodules/Specifications/SpecificationDetails.aspx?specificationId=3144.
[131] [bookmark: _Ref510804271][bookmark: _Ref510793969]3GPP: Procedures for the 5G System. 3GPP-23502, 
https://portal.3gpp.org/desktopmodules/Specifications/SpecificationDetails.aspx?specificationId=3145.
[132] [bookmark: _Ref510794102]Zhang, Ke, Mao, Yuming, Leng, Supeng, Zhao, Quanxin, Li, Longjiang, Peng, Xin, Pan, Li, Maharjan, Sabita, Zhang, Yan: Energy-Efficient Offloading for Mobile Edge Computing in 5G Heterogeneous Networks. IEEE Access, 20164. 1-1. 10.1109/ACCESS.2016.2597169.
[133] [bookmark: _Ref510794112]S. Wang, X. Zhang, Y. Zhang, L. Wang, J. Yang, and W. Wang: A Survey on Mobile Edge Networks: Convergence of Computing, Caching and Communications. IEEE Access, 2017, Digital Object Identifier 10.1109/ACCESS.2017.2685434.
[134] [bookmark: _Ref525119878][bookmark: _Ref510794192]ETSI: ETSI GS MEC 002: Mobile Edge Computing (MEC); Technical Requirements. V 1.1.1, March 2016, 
[bookmark: _Ref510794328]http://www.etsi.org/deliver/etsi_gs/MEC/001_099/002/01.01.01_60/gs_MEC002v010101p.pdf.
[135] [bookmark: _Ref511563588]ETSI: ETSI GS Mobile Edge Computing specifications. 
http://www.etsi.org/technologies-clusters/technologies/multi-access-edge-computing.
[136] [bookmark: _Ref510977077]Ericsson: Massive IoT. Ericsson White Paper: https://www.ericsson.com/ourportfolio/networks-solutions/massive-iot.
[137] [bookmark: _Ref510977091]Vodafone: Vodafone IoT Barometer 2017/18. http://vodafone.com/iot.
[138] [bookmark: _Ref510977104]The Boston Consulting Group: Making Autonomous Vehicles a Reality: Lessons from Boston and Beyond. October 2017, https://www.bcg.com/it-it/publications/2017/automotive-making-autonomous-vehicles-a-reality.aspx.
[139] [bookmark: _Ref510977116][bookmark: _Ref510977128]J. Q. Li, F. R. Yu, G. Deng, C. Luo, Z. Ming and Q. Yan: “Industrial Internet: A Survey on the Enabling Technologies, Applications, and Challenges,” in IEEE Communications Surveys & Tutorials, vol. 19, no. 3, pp. 1504-1526, 2017.
[140] [bookmark: _Ref510978355]S. Verma, Y. Kawamoto, Z. M. Fadlullah, H. Nishiyama and N. Kato: “A Survey on Network Methodologies for Real-Time Analytics of Massive IoT Data and Open Research Issues,” in IEEE Communications Surveys & Tutorials, vol. 19, no. 3, pp. 1457-1477, third quarter 2017.
[141] [bookmark: _Ref510977142]W. Wang, Q. Wang and K. Sohraby: “Multimedia Sensing as a Service (MSaaS): Exploring Resource Saving Potentials of at Cloud-Edge IoT and Fogs,” in IEEE Internet of Things Journal, Vol. 4, No. 2, pp. 487-495, April 2017.
[142] [bookmark: _Ref510977154]N. Hossein Motlagh, T. Taleb and O. Arouk: “Low-Altitude Unmanned Aerial Vehicles-Based Internet of Things Services: Comprehensive Survey and Future Perspectives,” in IEEE Internet of Things Journal, Vol. 3, No. 6, pp. 899-922, December 2016.
[143] [bookmark: _Ref510977164]A. Aijaz, M. Dohler, A. H. Aghvami, V. Friderikos and M. Frodigh: “Realizing the Tactile Internet: Haptic Communications over Next Generation 5G Cellular Networks,” in IEEE Wireless Communications, Vol. 24, No. 2, pp. 82-89, April 2017.
[144] [bookmark: _Ref510977174]G. P. Fettweis: “The Tactile Internet: Applications and Challenges,” in IEEE Vehicular Technology Magazine, Vol. 9, No. 1, pp. 64-70, March 2014.
[145] [bookmark: _Ref510977185]G. Pocovi, H. Shariatmadari, G. Berardinelli, K. Pedersen, J. Steiner and Z. Li: “Achieving Ultra-Reliable Low-Latency Communications: Challenges and Envisioned System Enhancements,” in IEEE Network, Vol. 32, No. 2, pp. 8-15, March-April 2018.
[146] [bookmark: _Ref510977220]Z. Li, H. Huang and S. Misra: “Compressed Sensing via Dictionary Learning and Approximate Message Passing for Multimedia Internet of Things,” in IEEE Internet of Things Journal, Vol. 4, No. 2, pp. 505-512, April 2017.
[147] [bookmark: _Ref511291291]International Data Corporation: “IDC FutureScape: Worldwide Internet of Things 2018 Predictions.” October 2017. https://www.idc.com/getdoc.jsp?containerId=US43193617.
[148] [bookmark: _Ref511563698][bookmark: _Ref511291441]S. Abdelwahab, B. Hamdaoui, M. Guizani, T. Znati: “Network function virtualization in 5G.” IEEE Communications Magazine, Vol. 54, No. 4, Apr. 2016.
[149] [bookmark: _Ref511292479]B. R. Al-Kaseem, H. S. Al-Raweshidyhamed: “SD-NFV as an Energy Efficient Approach for M2M Networks Using Cloud-Based 6LoWPAN Testbed.” IEEE Internet of Things Journal, Vol. 4, No. 5, Oct. 2017.
[150] [bookmark: _Ref511292487]Z. Sheng et al.: “Lightweight Management of Resource-Constrained Sensor Devices in Internet of Things.” IEEE Internet of Things Journal, Vol. 2, No. 5, Oct. 2015.
[151] [bookmark: _Ref511292501]Open Mobile Alliance: Reposit of LightweightM2M releases. http://openmobilealliance.org/release/LightweightM2M/.
[152] [bookmark: _Ref511292509]A. Taivalsaari, T. Mikkonen: “A roadmap to the programmable world: Software challenges in the IoT era.” IEEE Software, Vol. 34, No. 1, 2017.
[153] [bookmark: _Ref511292517]K. Morris: “Infrastructure as Code: Managing Servers in the Cloud”. O’Reilly & Associates Incorporated, 2016.
[154] [bookmark: _Ref511292523]H. Yetgin, K. T. K. Cheung, M. El-Hajjar, L. H. Hanzo: “A survey of network lifetime maximization techniques in wireless sensor networks.” IEEE Communications Surveys & Tutorials, 19(2), 828-854.
[155] [bookmark: _Ref511292531][bookmark: _Ref511563824]Gartner: IoT Gartner estimates. https://www.gartner.com/newsroom/id/3598917.
[156] [bookmark: _Ref511292537]N. Kshetri: “Can Blockchain Strengthen the Internet of Things?” in IT Professional, vol. 19, no. 4, pp. 68-72, 2017.
[157] [bookmark: _Ref511292544]K. Christidis and M. Devetsikiotis: “Blockchains and Smart Contracts for the Internet of Things.” in IEEE Access, vol. 4, pp. 2292-2303, 2016.
[158] [bookmark: _Ref511292583]K. A. Alam, R. Ahmad and K. Ko: “Enabling Far-Edge Analytics: Performance Profiling of Frequent Pattern Mining Algorithms.” in IEEE Access, vol. 5, pp. 8236-8249, 2017.
[159] [bookmark: _Ref511292590]T. Llewellynn et al.: “BONSEYES: Platform for Open Development of Systems of Artificial Intelligence.” in Proceedings of the Computing Frontiers Conference (CF'17).
[160] [bookmark: _Ref510977246]T. Hale: How Much Data Does the World Generate Every Minute? 26 July 2017, http://www.iflscience.com/technology/how-much-data-does-the-world-generate-every-minute/.
[161] D. Hernandez: How much Data will The Internet of Things (IoT) Generate by 2020? October 2017, https://www.versatek.com/blog/how-much-data-will-the-internet-of-things-iot-generate-by-2020/.
[162] [bookmark: _Ref510977271]B. Adams and Karen Judd: Data is the new gold – development players mine a new seam. Global Policy Watch, https://www.globalpolicywatch.org/blog/2017/11/27/data-is-the-new-gold/.
[163] [bookmark: _Ref510977281]The Economist: The world’s most valuable resource is no longer oil, but data. May 6th 2017, https://www.economist.com/news/leaders/21721656-data-economy-demands-new-approach-antitrust-rules-worlds-most-valuable-resource.
[164] [bookmark: _Ref510977313]World Economic Forum: “Unlocking the Economic Value of Personal Data. Balancing Growth and Protection.” Brussels, 8 October 2012. Available at http://www3.weforum.org/docs/WEF_IT_UnlockingValueData_BalancingGrowthProtection_SessionSummary.pdf.
[165] [bookmark: _Ref510797089]TNS: TNS Opinion & Social, “Special Eurobarometer 431 Data Protection.” June 2015. Available at http://ec.europa.eu/public_opinion/archives/ebs/ebs_431_en.pdf.
[166] [bookmark: _Ref510797195]European Union: Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the protection of natural persons with regard to the processing of personal data and on the free movement of such data, and repealing Directive 95/46/EC (General Data Protection Regulation) (Text with EEA relevance). Available at http://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:32016R0679.
[167] [bookmark: _Ref510797679]OECD: “Exploring the Economics of Personal Data: A Survey of Methodologies for Measuring Monetary Value”, OECD Digital Economy Papers, No. 220, OECD Publishing. April 2013. Available at http://www.oecd-ilibrary.org/science-and-technology/exploring-the-economics-of-personal-data_5k486qtxldmq-en.
[168] [bookmark: _Ref510797720]Data Transparency Lab: http://datatransparencylab.org/.
[169] [bookmark: _Ref510797817]WIbson: Don't give out your data for free. 
Make a profit. https://www.wibson.org/.
[170] [bookmark: _Ref510801875]PwC: 2017. IAB internet advertising revenue report 2016 full year results. Technical Report. https://www.iab.com/wp-content/uploads/2016/04/IAB_Internet_Advertising_Revenue_Report_FY_2016.pdf.
[171] [bookmark: _Ref510801918]IHS Technology: Paving the way: how online advertising enables the digital economy of the future. Technical Report. November 2015, https://www.iabeurope.eu/files/9614/4844/3542/IAB_IHS_Euro_Ad_Macro_FINALpdf.pdf.
[172] [bookmark: _Ref510802950]Ernst and Young: What is an untrustworthy supply chain costing the US digital advertising industry. IAB US benchmarking study, November 2015, https://www.iab.com/wp-content/uploads/2015/11/IAB_EY_Report.pdf.
[173] [bookmark: _Ref510803064]TorrentFreak: Pirate Sites Generate 227 Million in Ad Revenue a Year. February 2014, https://torrentfreak.com/torrent-sites-6-million-ad-revenue-140219/.
[174] [bookmark: _Ref510803120]The Guardian: Head of Google Europe apologises over ads on extremist content. March 2017,https://www.theguardian.com/technology/2017/mar/20/google-ads-extremist-content-matt-brittin.
[175] [bookmark: _Ref510803995]GENI: Global Environment for Network Innovation, Key GENI concepts, http://groups.geni.net/geni/wiki/GENIConcepts.
[176] [bookmark: _Ref510804004]IETF: RFC 5212, Requirements for GMPLS-Based Multi-Region and Multi-Layer Networks (MRN/MLN).
[177] [bookmark: _Ref510804018]NGMN Alliance: ”Description of Network Slicing Concept”, Version 1.0, January 2016.
[178] [bookmark: _Ref510804030]NGMN Alliance: ”5G Security Recommendations Package #2: Network Slicing” Version 1.0, April 2016.
[179] [bookmark: _Ref510804617]3GPP::”Study on the security aspects of the next generation system”. TR 33.899, 
https://portal.3gpp.org/desktopmodules/Specifications/SpecificationDetails.aspx?specificationId=3045.
[180] [bookmark: _Ref510978772][bookmark: _Ref510804628]3GPP: ”Security architecture and procedures for 5G System”. TS 33.501, 
https://portal.3gpp.org/desktopmodules/Specifications/SpecificationDetails.aspx?specificationId=3169.
[181] [bookmark: _Ref510804970]5G PPP: Phase 1 Security Landscape, https://5g-ppp.eu/white-papers/.
[182] [bookmark: _Ref510804982]Scott-Hayward, S., Natarajan, S., & Sezer, S.: (2016). A Survey of Security in Software Defined Networks, IEEE Communications Surveys and Tutorials.
[183] [bookmark: _Ref510805157]Olli Mämmelä, Jouni Hiltunen, Jani Suomalainen, Kimmo Ahola, Petteri Mannersalo, Janne Vehkaperä: ”Towards Micro-Segmentation in 5G Network Security”. EuCNC 2016.
[184] [bookmark: _Ref511044439]ATOS: Journey2020: 2017, https://atos.net/content/mini-sites/journey-2020/?utm_source=ascent.atos.net/journey-2020/&utm_medium=301.
[185] [bookmark: _Ref511045693]Ericsson: 5G Business Potential. 2017, https://www.ericsson.com/assets/local/news-and-events/events/2017/mwcs-2017/topic-3_ericsson_5g_business_potential.pdf.
[186] [bookmark: _Ref511045757]Huawei: Next generation assurance. November 2017, https://www.sdxcentral.com/articles/featured/huawei-next-generation-assurance/2017/11/.
[187] [bookmark: _Ref511045856]ABIResearch: Mobile World Congress Highlights the Challenges Facing Mobile Service Providers. https://www.abiresearch.com/pages/future-mobile-industry/.
[188] [bookmark: _Ref511046023]OPENET: Digital Evolution: Cut BSS/ OSS Costs, Reduce Delivery Timescales. 2018, https://www.openet.com/doc-redirect/index_form2.php?docid=724.
[189] [bookmark: _Ref511047158]Neuralink: Ultra-high bandwidth brain-machine interfaces to connect humans and computers. 2018, https://www.neuralink.com/.
[190] [bookmark: _Ref511047551]statista – The Statistics Portal: Global digital population as of January 2018 (in millions). 2018, https://www.statista.com/statistics/617136/digital-population-worldwide/.
[191] [bookmark: _Ref511052825]ETSI: ETSI NFV ”Zero touch network and Service Management” (ETSI ZSM ISG). December 2017, http://www.etsi.org/technologies-clusters/technologies/zero-touch-network-service-management.
[192] [bookmark: _Ref511053146]TMForum whitepaper: ”OSS of the Future”. 2017, https://www.tmforum.org/resources/whitepapers/oss-of-the-future/.
[193] [bookmark: _Ref511053244]Ericsson: Zero-touch networks with cloud-optimized Network Applications. Ericsson whitepaper, 2017, https://archive.ericsson.net/service/internet/picov/get?DocNo=4/28701-FGB1010325&Lang=EN&HighestFree=Y.
[194] [bookmark: _Ref511053715]ETSI: ETSI ISG Experiential Network Intelligence Whitepaper. October 2017, http://www.etsi.org/images/files/ETSIWhitePapers/etsi_wp22_ENI_FINAL.pdf.
[195] [bookmark: _Ref511053860]YuLing Chen, Alon Bernstein: Bridging the Gap Between ETSI-NFV and Cloud Native Architecture. Cisco Systems Inc., October 2017, https://www.google.de/url?sa=t&rct=j&q=&esrc=s&source=web&cd=2&ved=0ahUKEwiss4DOr63aAhUojK0KHQYuAsEQFgguMAE&url=https%3A%2F%2Fwww.nctatechnicalpapers.com%2FPaper%2F2017%2F2017-bridging-the-gap-between-etsi-nfv-and-cloud-native-architecture%2Fdownload&usg=AOvVaw3f517ofWFJMSssNLiEALDX.
[196] [bookmark: _Ref511054352]ETSI: Network Functions Virtualisation (NFV); Architecture; Report on the Enhancements of the NFV architecture towards ”Cloud-native” and ”PaaS” Release 3. Draft version. January 2018, https://www.google.de/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&ved=0ahUKEwjLosm2sa3aAhVNmK0KHZGzDIgQFggnMAA&url=https%3A%2F%2Fdocbox.etsi.org%2FISG%2FNFV%2FOpen%2FDrafts%2FIFA029_Arch_enhancement_for_Cloud-native_%2526_PaaS%2FNFV-IFA029v001.docx&usg=AOvVaw3eJ1RrMe6CbOHH7tEQFLFD.
[197] [bookmark: _Ref511055151]Analysis Mason: Flexible, extensible, adaptable: towards a universal template for VNFs onboarding and lifecycle management. Analysis Mason Limited, 2017, http://www.analysysmason.com/Research/Content/Reports/flexible-extensible-adaptable-towards-a-universal-template-for-vnf-onboarding-and-lifecycle-management-white-paper/.
[198] [bookmark: _Ref511059357]D. D. Clark, C. Partridge, J. C. Ramming, J. T. Wroclawski: “A knowledge plane for the internet”. ACM SIGCOMM 2003 conference.
[199] [bookmark: _Ref511059380]Marco Ajmone Marsan, Giuseppe Bianchi, Nicola Blefari Melazzi: Living and Fluid Networks: the way ahead? Computer Communications, to be published.
[200] [bookmark: _Ref511059403]I. Akyildiz and J. Jornet: “The Internet of nano-things”. IEEE Wireless Communications, vol. 17, no. 6, pp. 58–63, 2010.
[201] [bookmark: _Ref511059414]C. Liaskos, A. Tsioliaridou, A. Pitsillides, S. Ioannidis, and I. F. Akyildiz: “Using any Surface to Realize a New Paradigm for Wireless Communications”. Communications of the ACM (to appear), 2018.
[202] [bookmark: _Ref511059428]G. Piro, G. Boggia, and L. Grieco: “On the design of an energy-harvesting protocol stack for Body Area Nano-NETworks”. Nano Communication Networks, vol. 6, no. 2, pp. 74–84, 2015.
[203] [bookmark: _Ref511059468]C. Liaskos et al: “Design and Development of Software Defined Metamaterials for Nanonetworks”. EEE Circuits and Systems Magazine, vol. 15, no. 4, pp. 12–25, 2015.
[204] [bookmark: _Ref511059488]Edgar A. Aguilar, Ravishankar Ramanathan, Johannes Kofler, and Marcin Pawłowski: Physical Review A 94, 022305, 2016.
[205] [bookmark: _Ref511059499]Manuel Erhard, Robert Fickler, Mario Krenn, and Anton Zeilinger: Light: Science & Applications, 7, 17146, 2018.
[206] [bookmark: _Ref511059517]Massimiliano Smania, Ashraf M Elhassan, Armin Tavakoli, and Mohamed Bourennane: Nature Photonic Journal Quantum Information, 2, 16010, 2016.
[207] [bookmark: _Ref511059530]Charles H. Bennett, Gilles Brassard: Theoretical Computer Science, 560,7, 2014.
[208] [bookmark: _Ref511059541]Wei Zhang, Dong-Sheng Ding, Yu-Bo Sheng, Lan Zhou, Bao-Sen Shi, and Guang-Can Guo: Physical. Review Letters, 118, 220501, 2017.
[209] [bookmark: _Ref511059550]Donaldson, R. J. et al.: Physical Review A, 93, 012329, 2016.
[210] [bookmark: _Ref511059561]Hiroyuki Shibata, Toshimori Honjo, and Kaoru Shimizu: Optics Letters 39, 17, 2014.
[211] [bookmark: _Ref511059571]Sheng-Kai Liao et al.: Nature Photonics, 11, 509, 2017.
[212] [bookmark: _Ref511059585]T. Shinada, et al.: Deterministic doping to silicon and diamond materials for quantum processing. In: Nanotechnology (IEEE-NANO), 2016 IEEE 16th International Conference on. IEEE, 2016. p. 888-890.
[213] [bookmark: _Ref511059594]Tiecke, T. G., Thompson, J. D., de Leon, N. P., Liu, L. R., Vuletić, V., & Lukin, M. D.: (2014). Nanophotonic quantum phase switch with a single atom. Nature, 508(7495), 241.
[214] [bookmark: _Ref511059602]Azuma, K., Tamaki, K., & Lo, H. K.: (2015). All-photonic quantum repeaters. Nature communications, 6, 6787.
[215] [bookmark: _Ref511059613]Marandi, A., Wang, Z., Takata, K., Byer, R. L., & Yamamoto, Y.: (2014). Network of time-multiplexed optical parametric oscillators as a coherent Ising machine. Nature Photonics, 8(12), 937.
[216] [bookmark: _Ref511059625]Nick Szabo: “Smart Contracts: Building Blocks for Digital Markets”. (1996).
[217] [bookmark: _Ref511059635]Satoshi Nakamoto: “Bitcoin: A peer-to-peer electronic cash system”. (2008), https://bitcoin.org/bitcoin.pdf.
[218] [bookmark: _Ref511059649]Multichain: Three (non-pointless) permissioned blockchains in production. 2017, Quite taken from https://www.multichain.com/blog/2017/11/three-non-pointless-blockchains-production/.
[219] [bookmark: _Ref511059669]L. S. Sankar, M. Sindhu, M. Sethumadhavan: “Survey of consensus protocols on blockchain applications.” 4th IEEE Int. Conf. on Advanced Computing and Communication Systems (ICACCS), 2017.
[220] [bookmark: _Ref511059680]Certificate Transparency: General Transparency. https://www.certificate-transparency.org/general-transparency.

[bookmark: Ref03][bookmark: Ref08][bookmark: Ref09][bookmark: Ref10][bookmark: Ref11][bookmark: _Toc37227340][bookmark: _Toc39842986]List of Contributors (not updated yet)

	Rui L. Aguiar
	Instituto de Telecomunicações, Univ. de Aveiro

	Ian F. Akyldiz
	Georgia Institute of Technology

	Achim Autenrieth
	ADVA Optical Networking

	Arturo Azcorra
	University Carlos III of Madrid, Imdea Networks

	Giuseppe Bianchi
	University of Rome, Tor Vergata

	Sebastién Bigo
	Nokia Bell Labs

	Nicola Blefari-Melazzi
	CNIT

	Harald Bock
	Coriant

	Andre Bourdoux
	IMEC

	Giuseppe Caire
	TU Berlin

	Gino Carrozzo
	Nextworks

	Fabio Cavaliere
	Ericsson

	Sonia Cazalens
	CNES

	Symeon Chatzinotas
	Univ. of Luxembourg

	Nicolas Chuberre
	Thales Alenia Space

	Nicola Ciulli 
	Nextworks

	Tomaso de Cola
	DLR

	Angelo Corsaro
	ADLINK Technology Inc

	Ángel Cuevas
	University Carlos III of Madrid

	Rubén Cuevas
	University Carlos III of Madrid

	Filippo Cugini
	Scuoala Superiore Sant’Ana / CNIT

	Franco Davoli
	U. Genoa / CNIT

	Herve Debar 
	telecom SudParis

	Emmanuel Dotaro
	Thales

	Michael Eiselt
	ADVA Optical Networking

	Joerg-Peter Elbers
	ADVA Optical Networking

	Barry Evans
	Univ. of Surrey

	Antonio Fernández-Anta
	Imdea Networks

	Gerhard Fettweis
	TU Dresden

	Miltiadis Filippou
	Intel Germany

	Ronald Freund
	Fraunhofer HHI

	Stein Gjessing
	University of Oslo Norway

	Jose Enrique Gonzalez
	Atos

	Roberto Gonzalez
	NEC

	Helmut Grießer
	ADVA Optical Networking

	Maria Guta
	ESA

	Harald Haas
	University of Edinburgh

	Artur Hecker
	Huawei Technologies

	Elisa Jimeno
	Atos

	Josep M. Jornet
	State University of New York at Buffalo

	Raymond Knopp
	EURECOM

	Christos Liaskos
	Foundation for Research and Technology – Hellas

	Diego Lopez
	Telefonica

	Antonio Manzalini
	TIM

	Marco Ajmone Marsan
	IMDEA

	Josep Martrat
	Atos

	Jean Marc Merolla
	University of Franche-Comte

	Enzo Mingozzi
	University of Pisa

	Werner Mohr
	Nokia

	Michael Montag
	Nokia

	Giacomo Morabito
	University of Catania

	Markus Mueck
	Intel Germany

	Raul Muñoz
	CTTC

	Antonio de la Oliva
	University Carlos III of Madrid

	Colin Perkins
	University of Glasgow

	Enrico Prati
	CNR

	Aurora Ramos
	Atos

	David Ros
	Simula Research Laboratory, Norway

	Marco Ruffini,
	Trinity College Dublin

	Dario Sabella
	Intel Germany

	Agnes Salvatori
	Airbus DS

	Colja Schubert
	Fraunhofer Heinrich-Hertz-Institute

	Detlef Schulz
	SES

	Egon Schulz
	Huawei

	Pablo Serrano
	University Carlos III of Madrid

	Dimitra Simeonidou
	University of Bristol

	Alexandros Stavdas
	University of Peloponnese

	Dirk Trossen
	InterDigital Europe, Ltd.

	Carlo Vallati
	University of Pisa

	Miguel Ángel Vázquez
	CTTC

	Luís Velasco
	Universitat Politecnica de Catalunya

	Rainer Wansch
	Fraunhofer Institute

	Simon Watts
	Avanti Communications

	Elisabeth Weller
	Eutelsat

	Michael Welzl
	University of Oslo Norway

	Wen Xu
	Huawei



About NetWorld2020
NetWorld2020 is the European Technology Platform for communications networks and services. Communications networks enable interaction between users of various types of equipment, either mobile or fixed. They are the foundation of the Internet. The NetWorld2020 European Technology Platform gathers 1000 players of the communications networks sector: industry leaders, innovative SMEs, and leading academic institutions. NetWorld2020 has as mission developing position papers on technological, research-oriented and societal issues, in order to strengthen Europe’s leadership in networking technology and services so that it best serves Europe’s citizens and the European economy.

5G Infrastructure Association (5G-IA)
The 5G Public Private Partnership (5G PPP) is the 5G collaborative research program that is organised as part of the European Commission’s Horizon 2020 program – The European Union Program for Research and Innovation. It is aimed at fostering industry-driven research, monitored by business-related, technological performance and societal KPIs. The 5G-PPP will deliver solutions, architectures, technologies and standards for ubiquitous next-generation communication infrastructure over the coming decade.
In the 5G PPP, the 5G Infrastructure Association (5G-IA) represents the private side and the European Commission the public side. The 5G-IA is committed to the advancement of 5G in Europe and to building global consensus on 5G. To this aim, the Association brings together a global industry community of telecoms & digital actors, such as operators, manufacturers, research institutes, universities, verticals and SMEs. The 5G-IA carries out a wide range of activities in strategic areas including standardisation, frequency spectrum, R&D projects, technology skills, collaboration with key vertical industry sectors, notably for the development of trials, and international cooperation.

Page 6
Draft Version 0.3
image3.emf
High Med Med High IMPACT

P

E

S

T

L

E

N

Trends

Uncertainties

Data ownership

Public NW funding

AI/ML Rights Geopolitics

Sustainable growth

OTT customer ownership

Mobile only next Billion

Open value configuration

UN SDG goals

Demography

Hyperconnected Transhumanism

Quantum computing

Industry 5.0

Cyber security

Human Machine interface

Edge intelligence

Spectrum politics

Privacy protection

Data regulation

Net neutrality

Energy consumption

Sustainable material

Innovating to zero

Circular economy

Private networks

China


image4.tiff
SNS Partnership

Challenges

Full industrial digitization

and support of vertical
industries

cietal Challenges

Business Aspects — Europe’s
share on the global market

BSG systems design and

support of emerging
applications

Expected Impact

Improve the operation of vertical sectors (e.g., Automotive,
Healthcare, Media & Entertainment, Smart factories, Smart
Agriculture, Public Safety, Smart Cities, Transport and
Logistics, etc.)

- Support Green Deal objectives
- Enable the achievement o SDGs goals via ICT solutions

- Provide digital autonomy and European sovereignty

- Cater for social inclusiveness and create high-value jobs.

- Retain Europe’s completive edge in telecommunications
- Strengthen Europe’s vertical industries
- Unleash innovation and economic opportunities

- Address complexity and improve performance through the
use of key enablers ( .e., Al & ML, HPC, cybersecurity, [oT)

- Enable emerging applications (e.g., holographic media,
multi-sense networks, time engineered applications, critical
infrastructure support applications, etc.)





image5.tiff
.

.
.





image6.png
Greenhouse Gas Emissions

2020 | 2030
-20% | 2-40%

Climate in EU-funded
programmes 2014-2020

Renewable Energy Energy Efficiency
2020 2030 2020 | 2030
20% | 232% 20% |232.5%
Interconnection C -

o [ [
2030

-rlsn.| -31% | -30%




image9.png
As-is

High

Med

Low <= IMPACT =» Low
Privacy

Med

Al /ML rights

High

Inclusion

Sharing e

nomy

Rural econ

mics

Smart city

Resilience

L |mlo

Security

Al/ML

=

Awarenes.

Data own

rship

Contractin

=

EMF

Resource e]

iciency.

al

To-be 6G




image10.png
Dey
supplier

MATC H/NG*SHAR/NG

Trust NS
roviders a service

|
Broking/ DEMAND/NEEDS
bridging
providers

Network
resource
broker

Data MANO service

broker provider

Content Data
rovider owner

Roaming
service
provider

Context
owner





image11.png
Financial inclusion
Mobile access to financial
services for the world's
two billion unbanked

Energy efficiency, smart
grids, green standards
and technology for
sustainable energy

1 CLIMATE
ACTION

>N

ICTs support greener
Iifestyles, ciimate
monitoring, forecasting and
early waming systems

e-Agriculture: Access to
market updates, and
weather forecasts increases
rural business productivity

T WORK AND

ROWTH
ROWTH

Promoting the digital
economy, e-commerce, tech
SMES, entrepreneurship and

cyber trust

1 LIFE
BELOW WATER

At
Rttt

Satelite oceanic
observations and monitoring
increases scientific
knowledge of the ocean

GOOD HEALTH
AND WELL BEING

e-Health: Be He@tthy, Be
Mobile. Direct patient
interaction, health

informatice and telemedicine

Provide universal and
affordable access (o the
Internet. ICTs are essential
for a resilient 215t century
infrastructure and access to
services and applications

15 tiso

Satellte observation of
terrestrial ecosystems
helo to protect
biodiversity

e-Leaming: Access 0
knowiedge 1o al people
no matter where they five
or how much they eam

Narrow the digital and
empower communities

1 PEACE, JUSTICE

ANDSTRONG
INSTITUTIONS

Open data increases
transparency, empowers
citizens and drives
economic growth

ICTs are an essential
pathway to gender
equalty and
empowerment

Smart sustainable cities
inteligent transport
systems, 5 and the
Internet of Things

1 PARTNERSHIPS

FOR THE GOALS

ICTs integrate and faciltate

al SDGs through innovative

collaboration and scaled up
capacity buiiding

CLEAN WATER
AND SANITATION

Smart water management
systems, sanitation and
hygiene

ICTs enable sustainable
production and consumption
through smart grids, smart

metering and cloud computing

@

SUSTAINABLE
DEVELOPMENT

GOALS




image12.png
SDG impact scores

Normalised score (out of 100)

SUSTAINABLE
DEVELOPMENT

GOALS

2017 Impact score





image13.png
ANDSANITATION

AGTION COMMUNITES CLEANENERGY

L Coverage, energy efficiency, delay
—Q: for some cases (mainly mMTC)

CLEANWATER 13 coar: 11 Sisuswaccres AFFORDABLE AND 15 o
D!

GOODHEALTH
ANDWELLBEING

Coverage, Throughput, delay,
A4 reliability (mainly URLLC)

ZER0
HUNGER

(44§ ' Coverage, Throughput, delay,
\ 4 reliability, energy efficiency
(mainly mMTC and URLLC)

QuAuTY DEGENT WORK AND 10
EDUCATION ECONOMICGROWTH INEQUALITIES

Capacity and throughput (mainly

hgi PN )  vies)

~ Security and Energy efficie

are presentin all





image14.emf



Technological Areas Indicative list of promising research areas



ubiquitous availability • Integrated fixed mobile architecture
• Satellite communications



infinite network 
capacity 



• Spectrum re-farming and Reutilization
• mmWave, Terahertz, VLC communications
• Satellite communications
• Ultra-massive MIMO 
• Flexible capacity scaling



Throughput • Ultra-massive MIMO 
• Enhanced modulation and coding
• Optical wireless integration



Ultra-low e2e latency • Media access control
• Edge/fog computing



Security • Software defined security
• Network wide security
• Slice-specific and convergence on common software defined patterns
• Distributed trust systems



Energy efficiency • extended bandwidth adaptation
• improved RF



Massive IoT Service 
management



• Scalable management of massive deployment
• Distributed autonomous and cooperative computing



AI/M
L



Data Analytics



Real-Tim
e Zero-Touch Service O



rchestration



High Perform
ance Distributed Com



puting
Enablers










Technological Areas Indicative list of promising research areas

ubiquitous availability 

•

Integrated fixed mobile architecture

•

Satellite communications

infinite network 

capacity 

•

Spectrum re-farming and Reutilization

•

mmWave, Terahertz, VLC communications

•

Satellite communications

•

Ultra-massive MIMO 

•

Flexible capacity scaling

Throughput

•

Ultra-massive MIMO 

•

Enhanced modulation and coding

•

Optical wireless integration

Ultra-low e2e latency

•

Media access control

•

Edge/fog computing

Security

•

Software defined security

•

Network wide security

•

Slice-specific and convergence on common software defined patterns

•

Distributed trust systems

Energy efficiency

•

extended bandwidth adaptation

•

improved RF

Massive IoT Service 

management

•

Scalable management of massive deployment

•

Distributed autonomous and cooperative computing

A

I

/

M

L

D

a

t

a

 

A

n

a

l

y

t

i

c

s

R

e

a

l

-

T

i

m

e

 

Z

e

r

o

-

T

o

u

c

h

 

S

e

r

v

i

c

e

 

O

r

c

h

e

s

t

r

a

t

i

o

n

H

i

g

h

 

P

e

r

f

o

r

m

a

n

c

e

 

D

i

s

t

r

i

b

u

t

e

d

 

C

o

m

p

u

t

i

n

g

Enablers


image15.png
Multi-Sensory XR
Volumetric Media
Connected Industry

Avuto and Swarm

Exireme Coverage

100%+

1000%+

100%+

1000%+

100%+





image16.png
RRI
.

Trust
Security
Privacy
Energy-sawy




image17.png
Heatth

Digitaland
Industry

Value
dimensions
food Climate,
natural Eneryand
resouces Viobi ity
Inclusheand
Secure

Sociery




image18.png
Reverse spider graph: Use cases with relative requirement scores

Holographic-type communications (HTC)

10
9
8

) Tactile Internet for remote operations

Industrial IoT (IIoT) with cloudification 6 (TIRO)

5
4
3
2
1
0

Space-terrestrial integrated network Intelligent operation network

(STIN) (ION)
o . Network and computing convergence
Digital twin (DT) (NCC)
Bandwidth Time Secutity Al ManyNets

FG-NET2030.3(20) F10




image19.png
Global digital population as of January 2018 (in millions)

5000

1021
4000
3722

319

2958
3000

2000

1000

Active intemet users  Unique mobile internet  Active social media users  Active mobile social
media users




image20.png
GLOBALIZATIG),

> ooraplles v 2
/§ business mode %
5 ‘ BUSINESS [Ji"Siocty Retuoried O
o % MODELS
~
=]
<

1T for \
kchain: ’
securty ' TEVOLVING N
ALENSES neractbe s \WORKING Reaity
e ie.?\
Fast Data 6

N .
DISRUPTIVI r'r‘.”.i’.?é‘.ﬁm,/ 9O
c.,ﬁlﬁ.“&,\“c"“’wﬁ / Q't
Couss <
\‘mm\ e é'

%
O,
%, TN
b, SRE

S
/5
PANAB Ty





image21.png
(Buiuiea suiyoey)
sonAjeuy ejeq

High
Performance
Distributed
Computing
(Cloud/Edge/Fog)

Smart Connectivity

AjlunossiagA)





image22.png
Green Efficiency Manageability

Global
Reachability

Robustness

Slicing Dynamicity

Qualitative
Communication

Programmability

Best Efforts




image23.png
Transmission spe

Taxonomy

FSO — Free-space optical

VLC - Visible light communication

LiFi — Light fidelity

OCC — Optical camera communication

Duplex

Range
mode &

Mobile point-to-
Mobile, multiuser

access and seamless
handover

Communication Mode




image24.png




image25.png




image26.png




image27.png
righer energy eificiency Higher programmabHity
— -

FPGASs and
programmable.

Programmable \ General purpose
DSP processors





image28.emf



Memory System in Package (SiP)


Memory core


Data mem
Bank i


SAs


R
o


w
 A


d
d


r.
 M


u
x


Data mem
Bank i


R
o


w
 A


d
d


r.
 M


u
x


Memory array


SAsPeripheral circuits


Extra logic circuits


Computational cores


Low BW


High BW


P
e


ri
p


h
e


ra
l 


c
ir


c
u


it
s


2


1


3


4


High-Max BW





		ResCompArch3.vsd

		comp-arch










image29.jpeg
cequrements

Transport
Performance: Data the network,
data rate, Reliability, | = Heterogeneity Intelligent | | provision Application-
density, Security, Ubiquityand | | Cost/Energy | | Localization | | /adaptive and level
latency Privacy xCast efficiency & Analytics | | algorithms | | exploitation | | networking 1

Applications in

\

WIRED WANS: Telephone
net (first instance of wide
area communication), IDN
(from analog to digital),
ISDN (data services),

CELLULAR WANS: 1G (first
instance of wide area
mobility), 2G (from analog
to digital), 3G (data

services), 4G (Internet-
=g |

LANS etc: wired, wireless,
internet integration

pr—

Current Internet

e |

physical stratum of

transport and
computing resources,
completed with
(intelligent) algorithms,

data, and providing
services and

applications alike,

\ everywhere J

DIFFUSION: ad-hoc, sensor, mesh,

vehicular, satellite, underwater,
body, things, nanothings

PHY TECHNOLOGY: copper, radio,
optical, quantum (and graphene,
nanotechnology, etc.)

UP IN THE LAYERS: physical, MAC,
routing, transport, application





image1.jpeg
/N

2020

NeTtworld




image2.jpeg
&5 A

INFRASTRUCTURE ASSOCIATION




image7.emf
ICNIRPrfgdl2020.pd f




 
 
 


INTERNATIONAL COMMISSION ON NON‐IONIZING RADIATION PROTECTION  
 
 
 


ICNIRP PUBLICATION – 2020   


 


 


ICNIRP GUIDELINES 
FOR LIMITING EXPOSURE TO 


ELECTROMAGNETIC FIELDS (100 KHZ TO 300 GHZ) 
 
 
 
PUBLISHED AHEAD OF PRINT IN: HEALTH PHYSICS 
 
 
 
 


 







D
ow


nloaded
from


https://journals.lw
w
.com


/health-physics
by


BhD
M
f5ePH


Kav1zEoum
1tQ


fN
4a+kJLhEZgbsIH


o4XM
i0hC


yw
C
X1AW


nYQ
p/IlQ


rH
D
3JhfpBaN


+H
kz8a2fdl7w


sw
h3aH


LM
ZI+0uysu2qch7D


tA=
on


03/11/2020


Downloadedfromhttps://journals.lww.com/health-physicsbyBhDMf5ePHKav1zEoum1tQfN4a+kJLhEZgbsIHo4XMi0hCywCX1AWnYQp/IlQrHD3JhfpBaN+Hkz8a2fdl7wswh3aHLMZI+0uysu2qch7DtA=on03/11/2020


Special Submission


GUIDELINES FOR LIMITING EXPOSURE TO ELECTROMAGNETIC
FIELDS (100 kHz to 300 GHz)


International Commission on Non-Ionizing Radiation Protection (ICNIRP)1,2


Abstract—Radiofrequency electromagnetic fields (EMFs) are used
to enable a number of modern devices, including mobile telecom-
munications infrastructure and phones, Wi-Fi, and Bluetooth. As
radiofrequency EMFs at sufficiently high power levels can ad-
versely affect health, ICNIRP published Guidelines in 1998 for hu-
man exposure to time-varying EMFs up to 300 GHz, which
included the radiofrequency EMF spectrum. Since that time, there
has been a considerable body of science further addressing the re-
lation between radiofrequency EMFs and adverse health outcomes,
as well as significant developments in the technologies that use ra-
diofrequency EMFs. Accordingly, ICNIRP has updated the radio-
frequency EMF part of the 1998 Guidelines. This document
presents these revised Guidelines, which provide protection for
humans from exposure to EMFs from 100 kHz to 300 GHz.
Health Phys. 00(00):00–00; 2020


INTRODUCTION


THE GUIDELINES described here are for the protection of
humans exposed to radiofrequency electromagnetic fields


(EMFs) in the range 100 kHz to 300 GHz (hereafter “radiofre-
quency”). This publication replaces the 100 kHz to 300 GHz
part of the ICNIRP (1998) radiofrequency guidelines, as well
as the 100 kHz to 10 MHz part of the ICNIRP (2010) low-
frequency guidelines. Although these guidelines are based on
the best science currently available, it is recognized that there
may be limitations to this knowledge that could have implica-
tions for the exposure restrictions. Accordingly, the guidelines
will be periodically revised and updated as advances are made
in the relevant scientific knowledge. The present document de-
scribes the guidelines and their rationale, with Appendix A
providing further detail concerning the relevant dosimetry
and Appendix B providing further detail regarding the bio-
logical and health effects reported in the literature.
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PURPOSE AND SCOPE


The main objective of this publication is to establish
guidelines for limiting exposure to EMFs that will provide
a high level of protection for all people against substantiated
adverse health effects from exposures to both short- and
long-term, continuous and discontinuous radiofrequency
EMFs. However, some exposure scenarios are defined as
outside the scope of these guidelines. Medical procedures
may utilize EMFs, and metallic implants may alter or per-
turb EMFs in the body, which in turn can affect the body
both directly (via direct interaction between field and tissue)
and indirectly (via an intermediate conducting object). For
example, radiofrequency ablation and hyperthermia are
both used as medical treatments, and radiofrequency EMFs
can indirectly cause harm by unintentionally interfering
with active implantable medical devices (see ISO 2012) or
altering EMFs due to the presence of conductive implants.
As medical procedures rely on medical expertise toweigh po-
tential harm against intended benefits, ICNIRP considers
such exposure managed by qualified medical practitioners
(i.e., to patients, carers and comforters, including, where rele-
vant, fetuses), aswell as the utilization of conductingmaterials
for medical procedures, as beyond the scope of these guide-
lines (for further information, see UNEP/WHO/IRPA 1993).
Similarly, volunteer research participants are deemed to be
outside the scope of these guidelines, providing that an insti-
tutional ethics committee approves such participation follow-
ing consideration of potential harms and benefits. However,
occupationally exposed individuals in both the clinical and re-
search scenarios are defined as within the scope of these
guidelines. Cosmetic procedures may also utilize radiofre-
quency EMFs. ICNIRP considers people exposed to radiofre-
quency EMFs as a result of cosmetic treatments without
control by a qualified medical practitioner to be subject to
these guidelines; any decisions concerning potential exemp-
tions are the role of national regulatory bodies. Radiofre-
quency EMFs may also interfere with electrical equipment
more generally (i.e., not only implantable medical equip-
ment), which can affect health indirectly by causing equip-
ment to malfunction. This is referred to as electromagnetic
compatibility, and is outside the scope of these guidelines
(for further information, see IEC 2014).


PRINCIPLES FOR LIMITING
RADIOFREQUENCY EXPOSURE


These guidelines specify quantitative EMF levels for
personal exposure. Adherence to these levels is intended
to protect people from all substantiated harmful effects of


radiofrequency EMF exposure. To determine these levels,
ICNIRP first identified published scientific literature con-
cerning effects of radiofrequency EMF exposure on biolog-
ical systems, and established which of these were both
harmful to human health3 and scientifically substantiated.
This latter point is important because ICNIRP considers
that, in general, reported adverse effects of radiofrequency
EMFs on health need to be independently verified, be of
sufficient scientific quality and consistent with current sci-
entific understanding, in order to be taken as “evidence”
and used for setting exposure restrictions. Within the guide-
lines, “evidence”will be used within this context, and “sub-
stantiated effect” used to describe reported effects that
satisfy this definition of evidence. The reliance on such ev-
idence in determining adverse health effects is to ensure that
the exposure restrictions are based on genuine effects, rather
than unsupported claims. However, these requirements may
be relaxed if there is sufficient additional knowledge (such
as understanding of the relevant biological interaction
mechanism) to confirm that adverse health effects are rea-
sonably expected to occur.


For each substantiated effect, ICNIRP then identified
the “adverse health effect threshold;” the lowest exposure
level known to cause the health effect. These thresholds
were derived to be strongly conservative for typical expo-
sure situations and populations. Where no such threshold
could be explicitly obtained from the radiofrequency health
literature, or where evidence that is independent from the ra-
diofrequency health literature has (indirectly) shown that
harm could occur at levels lower than the “EMF-derived
threshold,” ICNIRP set an “operational threshold.” These
are based on additional knowledge of the relation between
the primary effect of exposure (e.g., heating) and health effect
(e.g., pain), to provide an operational level with which to de-
rive restriction values in order to attain an appropriate level
of protection. Consistent with previous guidelines from
ICNIRP, reduction factors were then applied to the resultant
thresholds (or operational thresholds) to provide exposure re-
striction values. Reduction factors account for biological vari-
ability in the population (e.g., age, sex), variation in baseline
conditions (e.g., tissue temperature), variation in environmen-
tal factors (e.g., air temperature, humidity, clothing), dosi-
metric uncertainty associated with deriving exposure values,
uncertainty associated with the health science, and as a con-
servative measure more generally.


These exposure restriction values are referred to as “ba-
sic restrictions.” They relate to physical quantities that are
closely related to radiofrequency-induced adverse health ef-
fects. Some of these are physical quantities inside an exposed
body, which cannot be easily measured, so quantities that are
more easily evaluated, termed “reference levels,” have been
derived from the basic restrictions to provide amore-practical
means of demonstrating compliance with the guidelines.


3


Note that the World Health Organization (1948) definition of “health” is
used here. Specifically, “health is a state of complete physical, mental and
social well-being and not merely the absence of disease or infirmity.”
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Reference levels have been derived to provide an equivalent
degree of protection to the basic restrictions, and thus an ex-
posure is taken to be compliant with the guidelines if it is
shown to be below either the relevant basic restrictions or
relevant reference levels. Note that the relative concordance
between exposures resulting from basic restrictions and ref-
erence levels may vary depending on a range of factors. As
a conservative step, reference levels have been derived such
that under worst-case exposure conditions (which are highly
unlikely to occur in practice) they will result in similar
exposures to those specified by the basic restrictions. It
follows that in the vast majority of cases, observing the
reference levels will result in substantially lower exposures
than the corresponding basic restrictions allow. See “Refer-
ence Levels” section for further details.


The guidelines differentiate between occupationally-
exposed individuals and members of the general public.
Occupationally-exposed individuals are defined as adults
who are exposed under controlled conditions associated
with their occupational duties, trained to be aware of po-
tential radiofrequency EMF risks and to employ appropri-
ate harm-mitigation measures, and who have the sensory
and behavioral capacity for such awareness and harm-
mitigation response. An occupationally-exposed worker
must also be subject to an appropriate health and safety
program that provides the above information and protec-
tion. The general public is defined as individuals of all ages
and of differing health statuses, which includes more vulner-
able groups or individuals, and who may have no knowledge
of or control over their exposure to EMFs. These differences
suggest the need to include more stringent restrictions for the
general public, as members of the general public would not
be suitably trained to mitigate harm, or may not have
the capacity to do so. Occupationally-exposed individuals
are not deemed to be at greater risk than the general pub-
lic, providing that appropriate screening and training is
provided to account for all known risks. Note that a fetus
is here defined as a member of the general public, regard-
less of exposure scenario, and is subject to the general
public restrictions.


As can be seen above, there are a number of steps in-
volved in deriving ICNIRP’s guidelines. ICNIRP adopts a
conservative approach to each of these steps in order to en-
sure that its limits would remain protective even if exceeded
by a substantial margin. For example, the choice of adverse
health effects, presumed exposure scenarios, application of
reduction factors and derivation of reference levels are all
conducted conservatively. The degree of protection in the
exposure levels is thus greater than may be suggested by
considering only the reduction factors, which represent only
one conservative element of the guidelines. There is no ev-
idence that additional precautionary measures will result in
a benefit to the health of the population.


SCIENTIFIC BASIS FOR LIMITING
RADIOFREQUENCY EXPOSURE


100 kHz to 10 MHz EMF Frequency Range: Relation
Between the Present and Other ICNIRP Guidelines


Although the present guidelines replace the 100 kHz to
10 MHz EMF frequency range of the ICNIRP (2010) guide-
lines, the science pertaining to direct radiofrequency EMFef-
fects on nerve stimulation and associated restrictions within
the ICNIRP (2010) guidelines has not been reconsidered here.
Instead, the present process evaluated and set restrictions for
adverse health effects other than direct effects on nerve
stimulation from 100 kHz to 10 MHz, and for all adverse
health effects from 10MHz to 300 GHz. The restrictions re-
lating to direct effects of nerve stimulation from the 2010
guidelines were then added to those derived in the present
guidelines to form the final set of restrictions. Health and
dosimetry considerations related to direct effects on nerve
stimulation are therefore not provided here [see ICNIRP
(2010) for further information].


Quantities, Units and Interaction Mechanisms
A brief overview of the electromagnetic quantities and


units employed in this document, as well as the mechanisms
of interaction of these with the body, is provided here. A more
detailed description of the dosimetry relevant to the guidelines
is provided in Appendix A, “Quantities and Units” section.


Radiofrequency EMFs consist of oscillating electric and
magnetic fields; the number of oscillations per second is re-
ferred to as “frequency,” and is described in units of hertz
(Hz). As the field propagates away from a source, it transfers
power from its source, described in units of watt (W), which
is equivalent to joule (J, a measure of energy) per unit of time
(t).When the field impacts uponmaterial, it interacts with the
atoms and molecules in that material. When a biological
body is exposed to radiofrequency EMFs, some of the power
is reflected away from the body, and some is absorbed by it.
This results in complex patterns of electromagnetic fields in-
side the body that are heavily dependent on the EMF charac-
teristics as well as the physical properties and dimensions of
the body. The main component of the radiofrequency EMF
that affects the body is the electric field. Electric fields inside
the body are referred to as induced electric fields (Eind, mea-
sured in volt per meter; V m−1), and they can affect the body
in different ways that are potentially relevant to health.


Firstly, the induced electric field in the body exerts a
force on both polar molecules (mainly water molecules)
and free moving charged particles such as electrons and
ions. In both cases a portion of the EMFenergy is converted
to kinetic energy, forcing the polar molecules to rotate and
charged particles to move as a current. As the polar mole-
cules rotate and charged particles move, they typically inter-
act with other polar molecules and charged particles,
causing the kinetic energy to be converted to heat. This heat
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can adversely affect health in a range of ways. Secondly, if
the induced electric field is below about 10 MHz and strong
enough, it can exert electrical forces that are sufficient to
stimulate nerves, and if the induced electric field is strong
and brief enough (as can be the case for pulsed low frequency
EMFs), it can exert electrical forces that are sufficient to
cause dielectric breakdown of biological membranes, as oc-
curs during direct current (DC) electroporation (Mir 2008).


From a health risk perspective, we are generally inter-
ested in how much EMF power is absorbed by biological
tissues, as this is largely responsible for the heating effects
described above. This is typically described as a function
of a relevant dosimetric quantity. For example, below about
6 GHz, where EMFs penetrate deep into tissue (and thus re-
quire depth to be considered), it is useful to describe this in
terms of “specific energy absorption rate” (SAR), which is
the power absorbed per unit mass (W kg−1). Conversely,
above 6 GHz, where EMFs are absorbed more superficially
(making depth less relevant), it is useful to describe expo-
sure in terms of the density of absorbed power over area
(W m−2), which we refer to as “absorbed power density”
(Sab). In these guidelines, SAR is specified over different
masses to better match particular adverse health effects;
SAR10g represents the power absorbed (per kg) over a 10-g
cubical mass, and whole-body average SAR represents
power absorbed (per kg) over the entire body. Similarly, ab-
sorbed power density is specified over different areas as a
function of EMF frequency. In some situations, the rate of en-
ergy deposition (power) is less relevant than the total energy
deposition. This may be the case for brief exposures where
there is not sufficient time for heat diffusion to occur. In
such situations, specific energy absorption (SA, in J kg−1)
and absorbed energy density (Uab, in J m−2) are used, for
EMFs below and above 6 GHz, respectively. SAR, Sab,


SA, Uab, and Eind are the quantities used in these guidelines
to specify the basic restrictions.


As the quantities used to specify basic restrictions can
be difficult to measure, quantities that are more easily eval-
uated are also specified, as reference levels. The reference
level quantities relevant to these guidelines are incident elec-
tric field strength (Einc) and incident magnetic field strength
(Hinc), incident power density (Sinc), plane-wave equivalent
incident power density (Seq), incident energy density (Uinc),
and plane-wave equivalent incident energy density (Ueq), all
measured outside the body, and electric current inside the
body, I, described in units of ampere (A). Basic restriction
and reference level units are shown in Table 1, and definitions
of all relevant terms provided in Appendix A, in the “Quanti-
ties and Units” section.


Radiofrequency EMF Health Research
In order to set safe exposure levels, ICNIRP first de-


cided whether there was evidence that radiofrequency
EMFs impair health, and for each adverse effect that was
substantiated, both the mechanism of interaction and the
minimum exposure required to cause harmwere determined
(where available). This information was obtained primarily
from major international reviews of the literature on radiofre-
quency EMFs and health. This included an in-depth review
from the World Health Organization on radiofrequency
EMF exposure and health that was released as a draft Techni-
cal Document (WHO 2014), and reports by the Scientific
Committee on Emerging and Newly Identified Health Risks
(SCENIHR 2015) and the Swedish Radiation Safety Author-
ity (SSM 2015, 2016, 2018). These reports have reviewed an
extensive body of literature, ranging from experimental re-
search to epidemiology, and include consideration of health
in children and those individuals thought to be sensitive to


Table 1. Quantities and corresponding SI units used in these guidelines.


Quantity Symbola Unit


Absorbed energy density Uab joule per square meter (J m−2)


Incident energy density Uinc joule per square meter (J m−2)


Plane-wave equivalent incident energy density Ueq joule per square meter (J m−2)


Absorbed power density Sab watt per square meter (Wm−2)


Incident power density Sinc watt per square meter (Wm−2)


Plane-wave equivalent incident power density Seq watt per square meter (Wm−2)


Induced electric field strength Eind volt per meter (V m−1)


Incident electric field strength Einc volt per meter (V m−1)


Incident electric field strength Eind volt per meter (V m−1)


Incident magnetic field strength Hinc ampere per meter (A m−1)


Specific energy absorption SA joule per kilogram (J kg−1)


Specific energy absorption rate SAR watt per kilogram (W kg−1)


Electric current I ampere (A)


Frequency f hertz (Hz)


Time t second (s)


aItalicized symbols represent variables; quantities are described in scalar formbecause direction is not used to derive the basic restrictions or reference levels.
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radiofrequency EMFs. To complement those reports, ICNIRP
also considered research published since those reviews. A
brief summary of this literature is provided in Appendix B,
with the main conclusions provided below.


As described in Appendix B, in addition to nerve stim-
ulation (described in ICNIRP 2010), radiofrequency EMFs
can affect the body via two primary biological effects:
changes in the permeability of membranes and temperature
rise. Knowledge concerning relations between thermal ef-
fects and health, independent of the radiofrequency EMF
literature, is also important and is described below. ICNIRP
considers this appropriate given that the vast majority of ra-
diofrequency EMF health research has been conducted
using exposures substantially lower than those shown to
produce adverse health effects, with relatively little research
addressing adverse health effect thresholds from known in-
teraction mechanisms themselves. Thus, it is possible that
the radiofrequency health literature may not be sufficiently
comprehensive to ascertain precise thresholds. Conversely,
where a more extensive literature is available that clarifies
the relation between health and the primary biological ef-
fects, this can be useful for setting guidelines. For example,
if the thermal physiology literature demonstrated that local
temperature elevations of a particular magnitude caused
harm, but radiofrequency exposure known to produce a
similar temperature elevation had not been evaluated for
harm, then it would be reasonable to also consider this ther-
mal physiology literature. ICNIRP refers to thresholds de-
rived from such additional literature as operational adverse
health effect thresholds.


It is important to note that ICNIRP only uses operational
thresholds to set restrictions where they are lower (more con-
servative) than those demonstrated to adversely affect health
in the radiofrequency literature, or where the radiofrequency
literature does not provide sufficient evidence to deduce an
adverse health effect threshold. For the purpose of determin-
ing thresholds, evidence of adverse health effects arising from
all radiofrequency EMF exposures is considered, including
those referred to as ‘low-level’ and ‘non-thermal’, and includ-
ing those where mechanisms have not been elucidated. Simi-
larly, as there is no evidence that continuous (e.g., sinusoidal)
and discontinuous (e.g., pulsed) EMFs result in different bio-
logical effects (Kowalczuk et al. 2010; Juutilainen et al. 2011),
no theoretical distinction has been made between these types
of exposure (all exposures have been considered empirically
in terms of whether they adversely affect health).


Thresholds for Radiofrequency EMF-Induced
Health Effects


Nerve stimulation. Exposure to EMFs can induce
electric fields within the body, which for frequencies up to
10 MHz can stimulate nerves (Saunders and Jeffreys 2007).
The effect of this stimulation varies as a function of frequency,


and it is typically reported as a “tingling” sensation for frequen-
cies around 100 kHz. As frequency increases, heating effects
predominate and the likelihood of nerve stimulation decreases;
at 10 MHz the effect of the electric field is typically described
as “warmth.”Nerve stimulation by induced electric fields is de-
tailed in the ICNIRP low frequency guidelines (2010).


Changes to permeability of cell membranes. When
(low frequency) EMFs are pulsed, the power is distributed
across a range of frequencies, which can include radiofrequency
EMFs (Joshi and Schoenbach 2010). If the pulse is sufficiently
intense and brief, exposure to the resultant EMFs may cause
cell membranes to become permeable, which in turn can lead
to other cellular changes. However, there is no evidence that
the radiofrequency spectral component from an EMF pulse
(without the low-frequency component) is sufficient to cause
changes in the permeability of cell membranes. The restric-
tions on nerve stimulation in the ICNIRP (2010) guidelines
(and used here) are sufficient to ensure that permeability
changes do not occur, so additional protection from the resul-
tant radiofrequency EMFs is not necessary.Membrane perme-
ability changes have also been shown to occur with 18 GHz
continuous wave exposure (e.g., Nguyen et al. 2015). This
has only been demonstrated in vitro, and the effect requires
very high exposure levels (circa 5 kW kg−1, over many mi-
nutes) that far exceed those required to cause thermally-
induced harm (see “Temperature rise” section). Therefore,
there is also no need to specifically set restrictions to protect
against this effect, as the restrictions designed to protect
against smaller temperature rises described in the “Temper-
ature Rise” section will also provide protection against this.


Temperature rise.Radiofrequency EMFs can generate
heat in the body and it is important that this heat is kept to a
safe level. However, as can be seen from Appendix B, there
is a dearth of radiofrequency exposure research using suffi-
cient power to cause heat-induced health effects. Of particular
note is that although exposures (and resultant temperature
rises) have occasionally been shown to cause severe harm,
the literature lacks concomitant evidence of the lowest expo-
sures required to cause harm. For very low exposure levels
(such as within the ICNIRP (1998) basic restrictions) there is
extensive evidence that the amount of heat generated is not
sufficient to cause harm, but for exposure levels above those
of the ICNIRP (1998) basic restriction levels, there is limited
research. Where there is good reason to expect health impair-
ment at temperatures lower than those shown to impair health
via radiofrequency EMF exposure, ICNIRP uses those lower
temperatures as a basis for its restrictions (see “Radiofre-
quency EMF health research” section).


It is important to note that these guidelines restrict ra-
diofrequency EMF exposure to limit temperature rise rather
than absolute temperature, whereas health effects are pri-
marily related to absolute temperature. This strategy is used
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because it is not feasible to limit absolute temperature,
which is dependent on many factors that are outside the
scope of these guidelines, such as environmental tempera-
ture, clothing and work rate. This means that if exposure
caused a given temperature rise, this could improve, not af-
fect, or impair health depending on a person’s initial tem-
perature. For example, mild heating can be pleasant if a
person is cold, but unpleasant if they are already very hot.
The restrictions are therefore set to avoid significant in-
crease in temperature, where “significant” is considered in
light of both potential harm and normal physiological tem-
perature variation. These guidelines differentiate between
steady-state temperature rises (where temperature increases
slowly, allowing time for heat to dissipate over a larger tis-
sue mass and for thermoregulatory processes to counter
temperature rise), and brief temperature rises (where there
may not be sufficient time for heat to dissipate, which can
result in larger temperature rises in small regions given the
same absorbed radiofrequency energy). This distinction
suggests the need to account for steady-state and brief expo-
sure durations separately.


Steady-state temperature rise
Body core temperature. Body core temperature refers to
the temperature deep within the body, such as in the abdo-
men and brain, and varies substantially as a function of such
factors as sex, age, time of day, work rate, environmental
conditions and thermoregulation. For example, although
the mean body core temperature is approximately 37°C
(and within the “normothermic” range4), this typically varies
over a 24-h period to meet physiological needs, with the mag-
nitude of the variation as large as 1°C (Reilly et al. 2007). As
thermal load increases, thermoregulatory functions such as va-
sodilation and sweating can be engaged to restrict body core
temperature rise. This is important because a variety of health
effects can occur once body core temperature has increased
by more than approximately 1°C (termed “hyperthermia”).
For example, risk of accident increases with hyperthermia
(Ramsey et al. 1983), and at body core temperatures >40°C
it can lead to heat stroke, which can be fatal (Cheshire 2016).


Detailed guidelines are available for minimizing ad-
verse health risk associated with hyperthermia within the
occupational setting (ACGIH 2017). These aim to modify
work environments in order to keep body core temperature
within +1°C of normothermia, and require substantial
knowledge of each particular situation due to the range of
variables that can affect it. As described in Appendix B,
body core temperature rise due to radiofrequency EMFs that


results in harm is only seen where temperature increases
more than +1°C, with no clear evidence of a specific thresh-
old for adverse health effects. Due to the limited literature
available, ICNIRP has adopted a conservative temperature
rise value as the operational adverse health effect threshold
(the 1°C rise of ACGIH 2017). It is important to note that
significant physiological changes can occur when body core
temperature increases by 1°C. Such changes are part of the
body’s normal thermoregulatory response (e.g., Van den
Heuvel et al. 2017), and thus do not in themselves represent
an adverse health effect.


Recent theoretical modeling and generalization from
experimental research across a range of species predicts that
exposures resulting in a whole-body average SAR of approx-
imately 6W kg−1, within the 100 kHz to 6 GHz range, over at
least a 1-hour interval under thermoneutral conditions5 (28°C,
naked, at rest), is required to induce a 1°C body core temper-
ature rise in human adults. A higher SAR is required to reach
this temperature rise in children due to their more-efficient
heat dissipation (Hirata et al. 2013). However, given the
limited measurement data available, ICNIRP has adopted
a conservative position and uses 4 W kg−1 averaged over
30 min as the radiofrequency EMF exposure level corre-
sponding to a body core temperature rise of 1°C. An averag-
ing time of 30 min is used to take into account the time it
takes to reach a steady-state temperature (for more details,
see Appendix A, “Temporal averaging considerations” sec-
tion). As a comparison, a human adult generates a total of ap-
proximately 1W kg−1 at rest (Weyand et al. 2009), nearly 2W
kg−1 standing, and 12W kg−1 running (Teunissen et al. 2007).


As EMF frequency increases, exposure of the body and
the resultant heating becomes more superficial, and above
about 6 GHz this heating occurs predominantly within the
skin. For example, 86% of the power at 6 and 300 GHz is
absorbed within 8 and 0.2 mm of the surface respectively
(Sasaki et al. 2017). Compared to heat in deep tissues, heat
in superficial tissues is more easily removed from the body
because it is easier for the thermal energy to transfer to the
environment. This is why basic restrictions to protect
against body core temperature rise have traditionally been
limited to frequencies below 10 GHz (e.g., ICNIRP 1998).
However, research has shown that EMF frequencies above
300 GHz (e.g., infrared radiation) can increase body core
temperature beyond the 1°C operational adverse health ef-
fect threshold described above (Brockow et al. 2007). This
is because infrared radiation, as well as lower frequencies
within the scope of the present guidelines, cause heating
within the dermis, and the extensive vascular network
within the dermis can transport this heat deep within the
body. It is therefore appropriate to also protect against body
core temperature rise above 6 GHz.


ICNIRP is not aware of research that has assessed the
effect of 6 to 300 GHz EMFs on body core temperature,


4


Normothermia refers to the thermal state within the body whereby active
thermoregulatory processes are not engaged to either increase or decrease
body core temperature.
5


Thermoneutral refers to environmental conditions that allow body core
temperature to be maintained solely by altering skin blood flow.
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nor of research that has demonstrated that it is harmful.
However, as a conservative measure, ICNIRP uses the
4 W kg−1 corresponding to the operational adverse health effect
threshold for frequencies up to 6 GHz, for the >6 to 300 GHz
range also. In support of this being a conservative value, it
has been shown that 1260 W m−2 (incident power density)
infrared radiation exposure to one side of the body results
in a 1°C body core temperature rise (Brockow et al.,
2007). If we related this to the exposure of a 70 kg adult
with an exposed surface area of 1 m2 and no skin reflectance,
this would result in a whole-body exposure of approximately
18Wkg−1; this is far higher than the 4Wkg−1 exposure level
for EMFs below 6 GHz that is taken to represent a 1°C body
core temperature rise. This is viewed as additionally conser-
vative given that the Brockow et al. study reduced heat dissi-
pation using a thermal blanket, which would underestimate
the exposure required to increase body core temperature
under typical conditions.


Local temperature. In addition to body core temperature,
excessive localized heating can cause pain and thermal
damage. There is an extensive literature showing that skin
contact with temperatures below 42°C for extended periods
will not cause pain or damage cells (e.g., Defrin et al. 2006).
As described in Appendix B, this is consistent with the lim-
ited data available for radiofrequency EMF heating of the
skin [e.g., Walters et al. (2000) reported a pain threshold
of 43°C using 94 GHz exposure], but fewer data are avail-
able for heat sources that penetrate beyond the protective
epidermis and to the heat-sensitive epidermis/dermis inter-
face. However, there is also a substantial body of literature
assessing thresholds for tissue damage which shows that
damage can occur at tissue temperatures >41–43°C, with
damage likelihood and severity increasing as a function
of time at such temperatures (e.g., Dewhirst et al. 2003;
Yarmolenko et al. 2011; Van Rhoon et al. 2013).


The present guidelines treat radiofrequency EMF expo-
sure that results in local temperatures of 41°C or greater as
potentially harmful. As body temperature varies as a function
of body region, ICNIRP treats exposure to different regions
separately. Corresponding to these regions, the present guide-
lines define two tissue types which, based on their tempera-
ture under normothermal conditions, are assigned different
operational adverse health effect thresholds; “Type-1” tissue
(all tissues in the upper arm, forearm, hand, thigh, leg, foot,
pinna and the cornea, anterior chamber and iris of the eye,
epidermal, dermal, fat, muscle, and bone tissue), and
“Type-2” tissue (all tissues in the head, eye, abdomen, back,
thorax, and pelvis, excluding those defined as Type-1 tis-
sue). The normothermal temperature of Type 1 tissue is typ-
ically <33–36 °C, and that of Type-2 tissue <38.5 °C
(DuBois 1941; Aschoff and Wever 1958; Arens and Zhang
2006; Shafahi and Vafai 2011). These values were used to


define operational thresholds for local heat-induced health
effects; adopting 41 °C as potentially harmful, the present
guidelines take a conservative approach and treat radiofre-
quency EMF-induced temperature rises of 5°C and 2°C,
within Type-1 and Type-2 tissue, respectively, as opera-
tional adverse health effect thresholds for local exposure.


It is difficult to set exposure restrictions as a function of
the above tissue-type classification. ICNIRP thus defines
two regions and sets separate exposure restrictions, where
relevant, for these regions: “Head and Torso,” comprising
the head, eye, pinna, abdomen, back, thorax and pelvis,
which includes both Type-1 and Type-2 tissue, and the
“Limbs,” comprising the upper arm, forearm, hand, thigh,
leg and foot, which only includes Type-1 tissue. Exposure
levels have been determined for each of these regions such
that they do not result in temperature rises of more than
5°C and 2°C, in Type-1 and Type-2 tissue, respectively.
As the Limbs, by definition, do not contain any Type-2
tissue, the operational adverse health effect threshold for
the Limbs is always 5°C.


The testes can be viewed as representing a special case,
whereby reversible, graded, functional change can occur
within normal physiological temperature variation if main-
tained over extended periods, with no apparent threshold.
For example, spermatogenesis is reversibly reduced as a re-
sult of the up to 2°C increase caused by normal activities
such as sitting (relative to standing; Mieusset and Bujan
1995). Thus, it is possible that the operational adverse
health effect threshold for Type-2 tissue may result in re-
versible changes to sperm function. However, there is cur-
rently no evidence that such effects are sufficient to impair
health. Accordingly, ICNIRP views the operational adverse
health effect threshold of 2°C for Type-2 tissue, which is
within the normal physiological range for the testes, as ap-
propriate for them also. Note that the operational adverse
health effect threshold for Type-2 tissue, which includes
the abdomen and thus potentially the fetus, is also consistent
with protecting against the fetal temperature rise threshold
of 2°C for teratogenic effects in animals (Edwards et al.
2003; Ziskin and Morrissey 2011).


Within the 100 kHz to 6 GHz EMF range, average
SAR over 10 g provides an appropriate measure of the ra-
diofrequency EMF-induced steady-state temperature rise
within tissue. A 10-g mass is used because, although there
can initially be EMF-induced temperature heterogeneity
within that mass, heat diffusion rapidly distributes the ther-
mal energy to a much larger volume that is well-represented
by a 10-g cubic mass (Hirata and Fujiwara 2009). In speci-
fying exposures that correspond to the operational adverse
health effect thresholds, ICNIRP thus specifies an average
exposure over a 10-g cubicmass, such that the exposurewill
keep the Type-1 and Type-2 tissue temperature rises to be-
low 5 and 2°C respectively. Further, ICNIRP assumes
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realistic exposures (exposure scenarios that people may en-
counter in daily life, including occupationally), such as from
EMFs from radio-communications sources. This method
provides for higher exposures in the Limbs than in the Head
and Torso. A SAR10g of at least 20W kg−1 is required to ex-
ceed the operational adverse health effect thresholds in the
Head and Torso, and 40W kg−1 in the Limbs, over an inter-
val sufficient to produce a steady-state temperature (from a
fewminutes to 30min). This time interval is operationalized
as a 6-min average as it closely matches the thermal time
constant for local exposure.


Within the >6 to 300 GHz range, EMF energy is depos-
ited predominantly in superficial tissues; this makes SAR10g,
which includes deeper tissues, less relevant to this frequency
range. Conversely, absorbed power density (Sab) provides a
measure of the power absorbed in tissue that closely approx-
imates the superficial temperature rise (Funahashi et al.
2018). From 6 to 10 GHz there may still be significant ab-
sorption in the subcutaneous tissue. However, the maxi-
mum and thus worst-case temperature rise from 6 to
300 GHz is close to the skin surface, and exposure that will
restrict temperature rise to below the operational adverse
health effect threshold for Type-1 tissue (5°C) will also re-
strict temperature rise to below the operational adverse
health effect threshold for Type-2 tissue (2°C). Note that
there is uncertainty with regard to the precise frequency
for the change from SAR to absorbed power density. Six
GHz was chosen because at that frequency, most of the ab-
sorbed power is within the cutaneous tissue, which is within
the upper half of a 10-g SAR cubic volume (that is, it can be
represented by the 2.15 cm� 2.15 cm surface of the cube).
Recent thermal modeling and analytical solutions suggest
that for EMF frequencies between 6 and 30 GHz, the expo-
sure over a square averaging area of 4 cm2 provides a good
estimate of localmaximum temperature rise (Hashimoto et al.
2017; Foster et al. 2017). As frequency increases further, the
averaging area needs to be reduced to account for the possi-
bility of smaller beam diameters, such that it is 1 cm2 from
approximately 30 GHz to 300 GHz. Although the averaging
area that best corresponds to temperature risewould therefore
gradually change from 4 cm2 to 1 cm2 as frequency increases
from 6 to 300 GHz, ICNIRP uses a square averaging area of
4 cm2 for >6 to 300 GHz as a practical protection specifica-
tion. Moreover, from >30 to 300 GHz (where focal beam ex-
posure can occur), an additional spatial average of 1 cm2 is
used to ensure that the operational adverse health effect
thresholds are not exceeded over smaller regions.


As 6 minutes is an appropriate averaging interval
(Morimoto et al. 2017), and as an absorbed power density
of approximately 200 W m−2 is required to produce the
Type-1 tissue operational adverse health effect threshold
of a 5°C local temperature rise for frequencies of >6 to
300 GHz (Sasaki et al. 2017), ICNIRP has set the absorbed


power density value for local heating, averaged over 6 min
and a square 4-cm2 region, at 200 W m−2; this will also re-
strict temperature rise in Type-2 tissue to below the opera-
tional adverse health effect threshold of 2°C. An additional
specification of 400Wm−2 has been set for spatial averages
of square 1-cm2 regions, for frequencies >30 GHz.


Rapid temperature rise
For some types of exposure, rapid temperature rise


can result in “hot spots,” heterogeneous temperature dis-
tribution over tissue mass (Foster et al. 2016; Morimoto
et al. 2017; Laakso et al. 2017; Kodera et al. 2018). This
suggests the need to consider averaging over smaller time-
intervals for certain types of exposure. Hot spots can occur
for short duration exposures because there is not sufficient
time for heat to dissipate (or average out) over tissue. This
effect is more pronounced as frequency increases due to
the smaller penetration depth.


To account for such heterogeneous temperature distri-
butions, an adjustment to the steady-state exposure level is
required. This can be achieved by specifying the maximum
exposure level allowed, as a function of time, in order to re-
strict temperature rise to below the operational adverse
health effect thresholds.


From 400 MHz to 6 GHz, ICNIRP specifies the re-
striction in terms of specific energy absorption (SA) of
any 10-g cubic mass, where SA is restricted to 7.2[0.05
+0.95(t/360)0.5] kJ kg−1 for Head and Torso, and 14.4
[0.025+0.975(t/360)0.5] kJ kg−1 for Limb exposure,
where t is exposure interval in seconds (Kodera et al.
2018). Note that for this specification, exposure from any
pulse, group of pulses, or subgroup of pulses in a train, as
well as from the total (sum) of exposures (including non-
pulsed EMF), delivered in t seconds, must not exceed the
below formulae (in order to ensure that the temperature
thresholds are not exceeded).


There is no brief-interval exposure level specified be-
low 400 MHz because, due to the large penetration depth,
the total SA resulting from the 6-minute local SAR average
cannot increase temperature by more than the operational
adverse health effect threshold (regardless of the particular
pattern of pulses or brief exposures).


Above 6 GHz, ICNIRP specifies the exposure level for
both Head and Torso, and Limbs, in terms of absorbed energy
density (Uab) over any square averaging area of 4 cm2, such
that Uab is specified as 72[0.05+0.95(t/360)0.5] kJ m−2,
where t is the exposure interval in seconds (extension of
Kodera et al. 2018).


An additional exposure level for square 1-cm2 averag-
ing areas is applicable for EMFs with frequencies of >30 to
300 GHz to account for focused beam exposure and is given
by 144[0.025+0.975(t/360)0.5] kJ m−2.
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The SA and Uab values are conservative in that they are
not sufficient to raise Type 1 or Type 2 tissue temperatures
by 5 or 2°C, respectively.


GUIDELINES FOR LIMITING
RADIOFREQUENCY EMF EXPOSURE


As described in the “Scientific Basis for Limiting Ra-
diofrequency Exposure” section, radiofrequency EMF
levels corresponding to operational adverse health effects
were identified. Basic restrictions have been derived from
these and are described in the “Basic Restrictions” section
below. The basic restrictions related to nerve stimulation
for EMF frequencies 100 kHz to 10 MHz, from ICNIRP
(2010), were then added to the present set of basic restric-
tions, with the final set of basic restrictions given in
Tables 2–4. Reference levels were derived from those final
basic restrictions and are described in the “Reference
Levels” section, with details of how to treat multiple


frequency fields in terms of the restrictions in the “Simulta-
neous Exposure to Multiple Frequency Fields” section.
Contact current guidance is provided in the “Guidance for
Contact Currents”, and health considerations for occupa-
tional exposure are described in the “Risk Mitigations Con-
siderations for Occupational Exposure” section. To be
compliant with the present guidelines, for each exposure
quantity (e.g., E-field, H-field, SAR), and temporal and spatial
averaging condition, either the basic restriction or corre-
sponding reference level must be adhered to; compliance
with both is not required. Note that where restrictions
specify particular averaging intervals, ‘all’ such averaging
intervals must comply with the restrictions.


Basic Restrictions
Basic restriction values are provided in Tables 2-4 with


an overview of their derivation described below. As de-
scribed above, the basic restrictions from ICNIRP (2010)
for the frequency range 100 kHz to 10 MHz have not been


Table 2. Basic restrictions for electromagnetic field exposure from 100 kHz to 300 GHz, for averaging intervals ≥6 min.a


Exposure
scenario Frequency range


Whole-body average
SAR (W kg−1)


Local Head/Torso
SAR (W kg−1)


Local Limb
SAR (W kg−1)


Local
Sab (W m−2)


Occupational 100 kHz to 6 GHz 0.4 10 20 NA


>6 to 300 GHz 0.4 NA NA 100


General public 100 kHz to 6 GHz 0.08 2 4 NA


>6 to 300 GHz 0.08 NA NA 20


aNote:


1. “NA” signifies “not applicable” and does not need to be taken into account when determining compliance.


2. Whole-body average SAR is to be averaged over 30 min.


3. Local SAR and Sab exposures are to be averaged over 6 min.


4. Local SAR is to be averaged over a 10-g cubic mass.


5. Local Sab is to be averaged over a square 4-cm2 surface area of the body. Above 30 GHz, an additional constraint is imposed, such that
exposure averaged over a square 1-cm2 surface area of the body is restricted to two times that of the 4-cm2 restriction.


Table 3. Basic restrictions for electromagnetic field exposure from 100 kHz to 300 GHz, for integrating intervals >0 to <6 min.a


Exposure scenario Frequency range
Local Head/Torso
SA (kJ kg−1)


Local Limb
SA (kJ kg−1) Local Uab (kJ m


−2)


Occupational 100 kHz to 400 MHz NA NA NA


>400 MHz to 6 GHz 3.6[0.05+0.95(t/360)0.5] 7.2[0.025+0.975(t/360)0.5] NA


>6 to 300 GHz NA NA 36[0.05+0.95(t/360)0.5]


General public 100 kHz to 400 MHz NA NA NA


>400 MHz to 6 GHz 0.72[0.05+0.95(t/360)0.5] 1.44[0.025+0.975(t/360)0.5] NA


>6 to 300 GHz NA NA 7.2[0.05+0.95(t/360)0.5]


aNote:


1. “NA” signifies “not applicable” and does not need to be taken into account when determining compliance.


2. t is time in seconds, and restrictions must be satisfied for all values of t between >0 and <360 s, regardless of the temporal characteristics of
the exposure itself.


3. Local SA is to be averaged over a 10-g cubic mass.


4. Local Uab is to be averaged over a square 4-cm
2 surface area of the body. Above 30 GHz, an additional constraint is imposed, such that ex-


posure averaged over a square 1-cm2 surface area of the body is restricted to 72[0.025+0.975(t/360)0.5] for occupational and 14.4[0.025+0.975
(t/360)0.5] for general public exposure.


5. Exposure from any pulse, group of pulses, or subgroup of pulses in a train, as well as from the summation of exposures (including non-pulsed
EMFs), delivered in t s, must not exceed these levels.
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re-evaluated here; these are described in Table 4. Amore de-
tailed description of issues pertinent to the basic restrictions
is provided in Appendix A, in the “Relevant Biophysical
Mechanisms” section. Note that for the basic restrictions
described below, a pregnant woman is treated as a member
of the general public. This is because recent modeling sug-
gests that for both whole-body and local exposure scenar-
ios, exposure of the mother at the occupational basic
restrictions can lead to fetal exposures that exceed the gen-
eral public basic restrictions.


Whole-body average SAR (100 kHz to 300 GHz). As
described in the “Body core temperature” section, the
guidelines take awhole-body average SAR of 4W kg−1, av-
eraged over the entire body mass and a 30-minute interval,
as the exposure level corresponding to the operational ad-
verse health effect threshold for an increase in body core
temperature of 1°C. A reduction factor of 10 was applied
to this threshold for occupational exposure to account for sci-
entific uncertainty, as well as differences in thermal physiol-
ogy across the population and variability in environmental
conditions and physical activity levels. Variability in an indi-
vidual’s ability to regulate their body core temperature is par-
ticularly important as it is dependent on a range of factors that
the guidelines cannot control. These include central and pe-
ripherally-mediated changes to blood perfusion and sweat rate
(which are in turn affected by a range of other factors, includ-
ing age and certain medical conditions), as well as behavior
and environmental conditions.


Thus the basic restriction for occupational exposure be-
comes a whole-body average SAR of 0.4 W kg−1, averaged
over 30 min. Although this means that SAR can be larger for
smaller time intervals, this will not affect body core temperature
rise appreciably because the temperaturewill be “averaged-out”
within the body over the 30-min interval, and it is this time-
averaged temperature rise that is relevant here. Further, as both
whole-body and local restrictions must bemet simultaneously,
exposures sufficiently high to be hazardous locally will be
protected against by the local restrictions described below.


As the general public cannot be expected to be aware
of exposures and thus to mitigate risk, a reduction factor


of 50 was applied for the general public, making the
whole-body average SAR restriction for the general public
0.08 W kg−1, averaged over 30 min.


It is noteworthy that the scientific uncertainty pertaining
to both dosimetry and potential health consequences of
whole-body radiofrequency exposure have reduced sub-
stantially since the ICNIRP (1998) guidelines. This would
justify less conservative reduction factors, but as ICNIRP
considers that the benefits of maintaining stable basic restric-
tions outweighs any benefits that subtle changes to them
would provide, ICNIRP has retained the same reduction fac-
tors as before for the whole-body average basic restrictions.
Similarly, although temperature rise is more superficial as
frequency increases (and thus it is easier for the resultant heat
to be lost to the environment), the whole-body average SAR
restrictions above 6 GHz have been conservatively set the
same as those ≤6 GHz.


Local SAR (100 kHz to 6 GHz)


Head and Torso
As described in the “Local temperature” section within


the 100 kHz to 6 GHz range, the guidelines take a SAR of
20 W kg−1, averaged over a 10-g cubic mass and 6-min inter-
val, as the local exposure level corresponding to the operational
adverse health effect threshold for the Head and Torso (5°C in
Type-1 tissue and 2°C in Type-2 tissue). A reduction factor of 2
was applied to this for occupational exposure to account for sci-
entific uncertainty, as well as differences in thermal physiology
across the population and variability in environmental condi-
tions and physical activity levels. Reduction factors for local ex-
posure are smaller than for whole-body exposure because the
associated health effect threshold is less dependent on environ-
mental conditions and the highly variable centrally-mediated
thermoregulatory processes, and because the associated
health effect is less serious medically. Thus, the basic restric-
tion for occupational exposure becomes a SAR10g of 10 W
kg−1, averaged over a 6-min interval. As the general public
cannot be expected to be aware of exposures and thus to
mitigate risk, and also recognizing greater differences in
thermal physiology in the general population, a reduction
factor of 10 was applied for the general public, reducing
the general public basic restriction to a SAR10g of 2 W
kg−1 averaged over a 6-min interval.


Limbs
As described in the “Local temperature” section,


within the 100 kHz to 6 GHz range, the guidelines take a
SAR of 40 W kg−1, averaged over a 10-g cubic mass and
6-min interval, as the local exposure level corresponding
to the operational adverse health effect threshold for the
Limbs of a 5°C rise in local temperature. As with the Head
and Torso restrictions, a reduction factor of 2 was applied to
this threshold for occupational exposure to account for


Table 4. Basic restrictions for electromagnetic field exposure from
100 kHz to 10 MHz, for peak spatial values.a


Exposure scenario Frequency range
Induced electric


field; Eind (V m−1)


Occupational 100 kHz to 10 MHz 2.70 � 10−4f


General public 100 kHz to 10 MHz 1.35 � 10−4f


aNote:


1. f is frequency in Hz.


2. Restriction values relate to any region of the body, and are to be averaged as
root mean square (rms) values over 2 mm � 2 mm � 2 mm contiguous tissue
(as specified in ICNIRP 2010).
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scientific uncertainty, as well as differences in thermal physi-
ology across the population and variability in environmental
conditions and physical activity levels. This results in a basic
restriction for occupational exposure of a SAR10g of 20 W
kg−1. As the general public cannot be expected to be aware
of exposures and thus to mitigate risk, and also to recognize
greater differences in thermal physiology in the general popu-
lation, a reduction factor of 10 was applied for the general
public, reducing the general public restriction to 4 W kg−1


averaged over a 6-min interval.


Local SA (400 MHz to 6 GHz). As described in the
“Rapid temperature rise” section, within the >400 MHz to
6 GHz range, an additional constraint is required to ensure
that the cumulative energy permitted by the 6-minute aver-
age SAR10g basic restriction is not absorbed by tissues too
rapidly. Accordingly, ICNIRP sets an SA level for exposure
intervals of less than 6 min, as a function of time, to limit
temperature rise to below the operational adverse health ef-
fect thresholds. This SA level, averaged over a 10-g cubic
mass, is given by 7.2[0.05+0.95(t/360)0.5] kJ kg−1 for the
Head and Torso, and 14.4[0.025+0.975(t/360)0.5] kJ kg−1


for the Limbs, where t is exposure duration in seconds.
Aswith the SAR10g basic restrictions, a reduction factor


of 2 was applied to these exposure levels for occupational
exposure to account for scientific uncertainty, as well as dif-
ferences in thermal physiology across the population and
variability in environmental conditions and physical activity
levels. This results in a basic restriction for the Head and
Torso of 3.6[0.05+0.95(t/360)0.5] kJ kg−1, and for the Limbs
of 7.2[0.025+0.975(t/360)0.5] kJ kg−1. As the general public
cannot be expected to be aware of exposures and thus to
mitigate risk, and to recognize greater differences in ther-
mal physiology in the general population, a reduction fac-
tor of 10 was applied for the general public. This makes
the general public restriction 0.72[0.05+0.95(t/360)0.5] kJ kg−1


for the Head and Torso, and 1.44[0.025+0.975(t/360)0.5]
kJ kg−1 for the Limbs.


Note that for these brief exposure basic restrictions, the
exposure from any pulse, group of pulses, or subgroup of
pulses in a train, aswell as from the summation of exposures
(including non-pulsed EMFs), delivered in t seconds, must
not exceed these local SAvalues.


Local absorbed power density (>6 GHz to 300 GHz).


As described in the “Local temperature” section, within the
>6 to 300 GHz range, the guidelines take an absorbed power
density of 200 W m−2, averaged over 6 min and a square
4-cm2 surface area of the body, as the local exposure corre-
sponding to the operational adverse health effect threshold
for both the Head and Torso, and Limb regions (5 and 2°C
local temperature rise in Type-1 and Type-2 tissue, respec-
tively). As with the local SAR restrictions, a reduction fac-
tor of 2 was applied to this exposure level for occupational


exposure to account for scientific uncertainty, as well as dif-
ferences in thermal physiology across the population and
variability in environmental conditions and physical activity
levels. This results in a basic restriction for occupational ex-
posure of 100 W m−2, averaged over 6 min and a square
4-cm2 surface area of the body.


As the general public cannot be expected to be aware of
these exposures and thus to mitigate risk, and to recognize
greater differences in thermal physiology in the general pop-
ulation, a reduction factor of 10 was applied, which reduces
the general public basic restriction to 20 W m−2, averaged
over 6 min and a square 4-cm2 surface area of the body.


Further, to account for focal beam exposure from >30
to 300 GHz, absorbed power density averaged over a
square 1-cm2 surface area of the body must not exceed
2 times that of the 4-cm2 basic restrictions for workers
or the general public.


Local absorbed energy density (>6 GHz to 300


GHz).As described in the “Rapid temperature rise” section,
within the >6 to 300 GHz range, an additional constraint is
required to ensure that the cumulative energy permitted by
the 6-min average absorbed power density basic restriction
is not absorbed by tissue too rapidly. Accordingly, for both
the Head and Torso, and Limbs, ICNIRP set a maximum ab-
sorbed energy density level for exposure intervals of less
than 6 minutes, as a function of time, to limit temperature
rise to below the operational adverse health effect thresholds
for both Type-1 and Type-2 tissues. This absorbed energy
density level, averaged over any square 4-cm2 surface area
of the body, is given by 72[0.05+0.95(t/360)0.5] kJ m−2,
where t is exposure duration in seconds. To account for fo-
cal beam exposure from >30 to 300 GHz, the absorbed
energy density level corresponding to the operational
adverse health effect threshold, averaged over a square 1-cm2


surface area of the body, is given by 144[0.025+0.975(t/360)0.5]
kJ m−2. Note that for these basic restrictions for brief expo-
sures, the exposure from any pulse, group of pulses, or sub-
group of pulses in a train, as well as from the summation of
exposures (including non-pulsed EMFs), delivered in t sec-
onds, must be used to satisfy this formula.


Aswith the absorbed power density basic restrictions, a
reduction factor of 2 was applied to this exposure level for
occupational exposure to account for scientific uncertainty,
as well as differences in thermal physiology across the pop-
ulation and variability in environmental conditions and
physical activity levels. This results in a basic restriction
for occupational exposure of 36[0.05+0.95(t/360)0.5] kJ
m−2, over any square 4-cm2 surface area of the body. From
>30 to 300 GHz, an additional basic restriction for occupa-
tional exposure is 72[0.025+0.975(t/360)0.5] kJ m−2, aver-
aged over any square 1-cm2 surface area of the body. As
the general public cannot be expected to be aware of
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exposures and thus to mitigate risk, and to recognize greater
differences in thermal physiology in the general population,
a reduction factor of 10 was applied for the general public,
reducing the general public restriction to 7.2[0.05+0.95(t/
360)0.5] kJ m−2, averaged over any square 4-cm2 surface
area of the body. From >30 to 300 GHz, an additional basic
restriction for the general public is 14.4[0.025+0.975(t/
360)0.5] kJ m−2, averaged over any square 1-cm2 surface
area of the body.


Basic restriction tables. To be compliant with the
basic restrictions, radiofrequency EMF exposure must
not exceed the restrictions specified for that EMF fre-
quency in Table 2, 3 or 4. That is, for any given radiofre-
quency EMF frequency, relevant whole-body SAR, local
SAR, Sab, SA, Uab and induced E-field6 restrictions must be
met simultaneously.


Reference Levels
Reference levels have been derived from a combination


of computational and measurement studies to provide a
means of demonstrating compliance using quantities that
are more-easily assessed than basic restrictions, but that pro-
vide an equivalent level of protection to the basic restric-
tions for worst-case exposure scenarios. However, as the
derivations rely on conservative assumptions, in most expo-
sure scenarios the reference levels will be more conservative
than the corresponding basic restrictions. Further details
regarding the reference levels are provided in Appendix
A, the “Derivation of Reference Levels” section.


Reference levels are provided in Tables 5–9. Figures 1
and 2 provide graphical representations of the occupational
and general public reference level values for extended du-
rations of exposure (≥6 min). Table 5 reference levels are


averaged over a 30-min interval, and correspond to the
whole-body average basic restrictions. Table 6 (averaged
over a 6-min interval), Table 7 (integrated over intervals
between >0 and <6 min), and Table 8 (peak instantaneous
field strength measures) each relate to basic restrictions
that are averaged over smaller body regions. Additional
limb current reference levels have been set to account
for effects of grounding near human body resonance
frequencies (Dimbylow 2001) that might otherwise
lead to reference levels underestimating exposures
within tissue at certain EMF frequencies (averaged
over 6 min; Table 9). Limb current reference levels
are only relevant in exposure scenarios where a person
is not electrically isolated.


Tables 5–9 specify averaging and integrating times
of the relevant exposure quantities to determine whether
personal exposure level is compliant with the guidelines.
These averaging times are not necessarily the same as the
measurement times needed to estimate field strengths or
other exposure quantities. Depending on input from techni-
cal standards bodies, actual measurement times used to pro-
vide an appropriate estimate of exposure quantities may be
shorter than the intervals specified in these tables.


An important consideration for the application of refer-
ence levels is to what degree the quantities used to assess
compliance with the reference levels (i.e., Einc, Hinc, Sinc,
Uinc, Seq, Ueq, I) adequately predict the quantities used to as-
sess compliance with the basic restrictions. In situations
where reference level quantities are associated with greater
uncertainty, reference levels must be applied more conser-
vatively. For the purposes of the guidelines, the degree of
adequacy strongly depends on whether external EMFs can
be considered to be within the far-field, radiative near-field
or reactive near-field zone. Accordingly, in most cases, dif-
ferent reference level assessment rules have been set for
EMFs as a function of whether they are within the far-field,
radiative or reactive near-field zone.


6


Note that although the term internal is used in place of induced in ICNIRP
(2010), induced is used here for consistency within the present document.


FIGURE 1. Reference levels for time averaged occupational expo-
sures of ≥6 min, to electromagnetic fields from 100 kHz to 300
GHz (unperturbed rms values; see Tables 5 and 6 for full
specifications).


FIGURE 2. Reference levels for time averaged general public expo-
sures of ≥6 min, to electromagnetic fields from 100 kHz to 300 GHz
(unperturbed rms values; see Tables 5 and 6 for full specifications).
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A difficulty with this approach is that other factors may
also affect the adequacy of estimating basic restriction quan-
tities from reference level quantities. These include the
EMF frequency, physical dimensions of the EMF source
and its distance from the resultant external EMFs assessed,
as well as the degree towhich the EMFs vary over the space
to be occupied by a person. Taking into account such
sources of uncertainty, the guidelines have more conserva-
tive rules for exposure in the reactive and radiative near-
field than far-field zone. It is noted that there is no simple
delineation of the far-field, radiative and reactive near-field
zones that is sufficient for ensuring that reference levels will
adequately correspond to the basic restrictions. Accord-
ingly, although a definition of these zones is provided inAp-
pendix A in the “General Considerations for Reference
Levels” section this is only intended as a guide, and infor-
mation from a technical standards body, designed to specify
external exposures for each EMF source type to more ade-
quately match the basic restrictions, should be utilized to
improve reference level assessment procedures.


Related to the near- and far-field zone distinctions, for
some exposure conditions the less onerous plane wave equiva-
lent incident power density (Seq) and plane wave equivalent in-
cident energy density (Ueq) quantities can be used in place of
Sinc andUinc, respectively; where this is permitted, it is specified
below. In such cases, the plane wave equivalent incident energy
densities are to be averaged in the same way as described in
Tables 5–7 for the corresponding incident power densities.


In terms of electromagnetic fields in the far-field zone,
the following rules apply. For EMF frequencies from
>30 MHz to 2 GHz, ICNIRP requires compliance to be
demonstrated for only one of the E-field, H-field or Sinc
quantities in order to be compliant with that particular refer-
ence level. Further, Seq can be substituted for Sinc. Similarly,
for EMF frequencies >400 MHz where the restrictions are
specified in terms of Uinc, these can be substituted for by
Ueq. EMF frequencies from 100 kHz to 30 MHz are
treated as always being within the near-field zone; see
next paragraph.


In terms of electromagnetic fields in the near-field
zones, the following rules apply. From 100 kHz to 30
MHz, relevant personal exposures from present radiofre-
quency EMF sources are typically within the near-field
zone. The present guidelines treat all exposures within this
frequency range as near-field, and requires compliance with
both the E-field and H-field reference level values in order
to be compliant with the reference levels. For EMF fre-
quencies from >30 MHz to 2 GHz, personal exposure
within either the radiative or reactive near-field zones
is treated as compliant if both the E-field and H-field
strengths are below the reference level values described in
the tables. For frequencies >30 MHz to 300 GHz, personal
exposure within the radiative near-field zone is treated as
compliant if Sinc (or, where relevant Uinc) is below the ref-
erence level value. However, for exposure within the >2 to
300 GHz range, within the reactive near-field the quantities


Table 5. Reference levels for exposure, averaged over 30 min and the whole body, to electromagnetic fields from 100 kHz to
300 GHz (unperturbed rms values).a


Exposure scenario Frequency range
Incident E-field


strength; Einc (V m−1)
Incident H-field


strength; Hinc (A m−1)
Incident power


density; Sinc (W m−2)


Occupational 0.1 – 30 MHz 660/fM
0.7 4.9/fM NA


>30 – 400 MHz 61 0.16 10


>400 – 2000 MHz 3fM
0.5 0.008fM


0.5 fM/40


>2 – 300 GHz NA NA 50


General public 0.1 – 30 MHz 300/fM
0.7 2.2/fM NA


>30 – 400 MHz 27.7 0.073 2


>400 – 2000 MHz 1.375fM
0.5 0.0037fM


0.5 fM/200


>2 – 300 GHz NA NA 10


aNote:


1. “NA” signifies “not applicable” and does not need to be taken into account when determining compliance.


2. fM is frequency in MHz.


3. Sinc, Einc, and Hinc are to be averaged over 30 min, over the whole-body space. Temporal and spatial averaging of each of Einc and Hinc must
be conducted by averaging over the relevant square values (see eqn 8 in Appendix A for details).


4. For frequencies of 100 kHz to 30 MHz, regardless of the far-field/near-field zone distinctions, compliance is demonstrated if neither Einc or
Hinc exceeds the above reference level values.


5. For frequencies of >30 MHz to 2 GHz: (a) within the far-field zone: compliance is demonstrated if either Sinc, Einc or Hinc, does not exceed
the above reference level values (only one is required); Seq may be substituted for Sinc; (b) within the radiative near-field zone, compliance is
demonstrated if either Sinc, or both Einc and Hinc, does not exceed the above reference level values; and (c) within the reactive near-field zone:
compliance is demonstrated if both Einc and Hinc do not exceed the above reference level values; Sinc cannot be used to demonstrate compliance,
and so basic restrictions must be assessed.


6. For frequencies of >2GHz to 300GHz: (a)within the far-field zone: compliance is demonstrated if Sinc does not exceed the above reference level values;
Seq may be substituted for Sinc; (b) within the radiative near-field zone, compliance is demonstrated if Sinc does not exceed the above reference level values;
and (c) within the reactive near-field zone, reference levels cannot be used to determine compliance, and so basic restrictions must be assessed.
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applied for the reference level values are treated as inadequate
to ensure compliancewith the basic restrictions. In such cases,
compliance with the basic restrictions must be assessed.


ICNIRP is aware that for some exposure scenarios, ra-
diofrequency EMFs at the reference levels specified below
could potentially result in exposure that exceeds basic re-
strictions. Where such scenarios were identified, ICNIRP
determined whether the reference levels needed to be re-
duced by considering the magnitude of the difference be-
tween the resultant tissue exposure and corresponding
basic restriction (including comparison with the associated
dosimetric uncertainty), and whether the violation was
likely to adversely affect health (including consideration
of the degree of conservativeness in the associated basic re-
striction). Where the difference was small, and where it
would not adversely affect health, reference levels were
retained that can potentially result in exposures that exceed
the basic restrictions.


This situation has been shown to occur in terms of the
reference levels corresponding to whole-body average SAR


basic restrictions, which, in the frequency range of body res-
onance (up to 100 MHz) and from 1 to 4 GHz, can poten-
tially lead to whole-body average SARs that exceed the
basic restrictions (ICNIRP 2009). The exposure scenario
where this can potentially occur is very specific, requiring
a small stature person (such as a 3-years-old child) to be ex-
tended (e.g., standing still and straight with arms above the
head) for at least 30 min, while being subject to a plane
wave exposure within the above frequency ranges, incident
to the child from front to back. The resultant SAR elevation
is small relative to the basic restriction (15–40%), which is
similar to or smaller than the whole-body average SAR
measurement uncertainty (Flintoft et al. 2014; Nagaoka
and Watanabe 2019), there are many levels of conserva-
tiveness built into the basic restriction derivation itself,
and importantly, this will not impact on health. This latter
point is important because the basic restriction that this
relates to was set to protect against body core temperature
rises of greater than 1°C, and being of small stature, the
individual in this hypothetical exposure scenario would


Table 6. Reference levels for local exposure, averaged over 6 min, to electromagnetic fields from 100 kHz to 300 GHz
(unperturbed rms values).a


Exposure scenario Frequency range
Incident E-field


strength; Einc (V m−1)
Incident H-field


strength; Hinc (A m−1)
Incident power


density; Sinc (W m−2)


Occupational 0.1 – 30 MHz 1504/fM
0.7 10.8/fM NA


>30 – 400 MHz 139 0.36 50


>400 – 2000 MHz 10.58fM
0.43 0.0274fM


0.43 0.29fM
0.86


>2 – 6 GHz NA NA 200


>6 – <300 GHz NA NA 275/fG
0.177


300 GHz NA NA 100


General public 0.1 – 30 MHz 671/fM
0.7 4.9/fM NA


>30 – 400 MHz 62 0.163 10


>400 – 2000 MHz 4.72fM
0.43 0.0123fM


0.43 0.058fM
0.86


>2 – 6 GHz NA NA 40


>6 – 300 GHz NA NA 55/fG
0.177


300 GHz NA NA 20


a Note:


1. “NA” signifies “not applicable” and does not need to be taken into account when determining compliance.


2. fM is frequency in MHz; fG is frequency in GHz.


3. Sinc, Einc, and Hinc are to be averaged over 6 min, and where spatial averaging is specified in Notes 6–7, over the relevant projected body
space. Temporal and spatial averaging of each of Einc and Hinc must be conducted by averaging over the relevant square values (see eqn 8 in
Appendix A for details).


4. For frequencies of 100 kHz to 30 MHz, regardless of the far-field/near-field zone distinctions, compliance is demonstrated if neither peak
spatial Einc or peak spatial Hinc, over the projected whole-body space, exceeds the above reference level values.


5. For frequencies of >30MHz to 6 GHz: (a) within the far-field zone, compliance is demonstrated if one of peak spatial Sinc, Einc or Hinc, over
the projected whole-body space, does not exceed the above reference level values (only one is required); Seq may be substituted for Sinc; (b)
within the radiative near-field zone, compliance is demonstrated if either peak spatial Sinc, or both peak spatial Einc and Hinc, over the projected
whole-body space, does not exceed the above reference level values; and (c) within the reactive near-field zone: compliance is demonstrated if
both Einc and Hinc do not exceed the above reference level values; Sinc cannot be used to demonstrate compliance; for frequencies >2 GHz,
reference levels cannot be used to determine compliance, and so basic restrictions must be assessed.


6. For frequencies of >6 GHz to 300 GHz: (a) within the far-field zone, compliance is demonstrated if Sinc, averaged over a square 4-cm
2 projected


body surface space, does not exceed the above reference level values; Seq may be substituted for Sinc; (b) within the radiative near-field zone, com-
pliance is demonstrated if Sinc, averaged over a square 4-cm


2 projected body surface space, does not exceed the above reference level values; and (c)
within the reactive near-field zone reference levels cannot be used to determine compliance, and so basic restrictions must be assessed.


7. For frequencies of >30 GHz to 300 GHz, exposure averaged over a square 1-cm2 projected body surface space must not exceed twice that of
the square 4-cm2 restrictions.
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more easily dissipate heat to the environment than a larger
person due to their increased body “surface area-to-mass
ratio” (Hirata et al. 2013). Within a small stature person
the net effect of this “increased whole-body average
SAR” and “increased heat loss” would be a smaller tem-
perature rise than would occur in a person of larger stature
who did not exceed the basic restriction, and in both cases
would be substantially smaller than 1°C. ICNIRP has thus
not altered the reference levels to account for this situation.


Simultaneous Exposure to Multiple Frequency Fields
It is important to determine whether, in situations of si-


multaneous exposure to fields of different frequencies, these
exposures are additive in their effects. Additivity should be
examined separately for the effects of thermal and electrical
stimulation, and restrictions met after accounting for such


additivity. The formulae below apply to relevant frequencies
under practical exposure situations. As the below reference
level summation formulae assume worst-case conditions
among the fields from multiple sources, typical exposure sit-
uations may in practice result in lower exposure levels than
indicated by the formulae for the reference levels.


The following issues are noted. In terms of the refer-
ence levels, the largest ratio of the E-field strength, H-field
strength or power density, relative to the corresponding refer-
ence level values, should be evaluated to demonstrate com-
pliance. Reference levels are defined in terms of external
physical quantities and have transitions, in terms of quanti-
ties, at specific frequencies. For example, field strengths are


Table 7. Reference levels for local exposure, integrated over intervals of between >0 and <6minutes, to electromagnetic fields
from 100 kHz to 300 GHz (unperturbed rms values).a


Exposure scenario Frequency range Incident energy density; Uinc (kJ m
−2)


Occupational 100 kHz – 400 MHz NA


>400 – 2000 MHz 0.29fM
0.86 � 0.36[0.05+0.95(t/360)0.5]


>2 – 6 GHz 200 � 0.36[0.05+0.95(t/360)0.5]


>6 – <300 GHz 275/fG
0.177 � 0.36[0.05+0.95(t/360)0.5]


300 GHz 100 � 0.36[0.05+0.95(t/360)0.5]


General public 100 kHz – 400 MHz NA


>400 – 2000 MHz 0.058fM
0.86 � 0.36[0.05+0.95(t/360)0.5]


>2 – 6 GHz 40 � 0.36[0.05+0.95(t/360)0.5]


>6 – <300 GHz 55/fG
0.177 � 0.36[0.05+0.95(t/360)0.5]


300 GHz 20 � 0.36[0.05+0.95(t/360)0.5]


aNote:


1. “NA” signifies “not applicable” and does not need to be taken into account when determining compliance.


2. fM is frequency inMHz; fG is frequency in GHz; t is time interval in seconds, such that exposure from any pulse, group of pulses, or subgroup
of pulses in a train, as well as from the summation of exposures (including non-pulsed EMFs), delivered in t seconds, must not exceed these
reference level values.


3. Uinc is to be calculated over time t, and where spatial averaging is specified in Notes 5–7, over the relevant projected body space.


4. For frequencies of 100 kHz to 400 MHz, >0 to <6-min restrictions are not required and so reference levels have not been set.


5. For frequencies of >400 MHz to 6 GHz: (a) within the far-field zone: compliance is demonstrated if peak spatial Uinc, over the projected
whole-body space, does not exceed the above reference level values; Ueq may be substituted for Uinc; (b) within the radiative near-field zone,
compliance is demonstrated if peak spatial Uinc, over the projected whole-body space, does not exceed the above reference level values; and (c)
within the reactive near-field zone, reference levels cannot be used to determine compliance, and so basic restrictions must be assessed.


6. For frequencies of >6 GHz to 300GHz: (a) within the far-field or radiative near-field zone, compliance is demonstrated if Uinc, averaged over
a square 4-cm2 projected body surface space, does not exceed the above reference level values; (b) within the reactive near-field zone, reference
levels cannot be used to determine compliance, and so basic restrictions must be assessed.


7. For frequencies of >30GHz to 300 GHz: exposure averaged over a square 1-cm2 projected body surface space must not exceed 275/fG
0.177�


0.72[0.025+0.975(t/360)0.5] kJ m−2 for occupational and 55/fG
0.177 � 0.72[0.025+0.975(t/360)0.5] kJ m−2 for general public exposure.


Table 8. Reference levels for local exposure to electromagnetic fields
from 100 kHz to 10 MHz (unperturbed rms values), for peak values.a


Exposure
scenario Frequency range


Incident
E-field strength;
Einc (V m−1)


Incident
H-field strength;
Hinc (A m−1)


Occupational 100 kHz – 10 MHz 170 80


General public 100 kHz – 10 MHz 83 21


aNote:


1. Regardless of the far-field/near-field zone distinction, compliance is demon-
strated if neither peak spatial Einc or peak spatial Hinc, over the projected whole-
body space, exceeds the above reference level values.


Table 9. Reference levels for current induced in any limb, averaged
over 6 min, at frequencies from 100 kHz to 110 MHz. a


Exposure scenario Frequency range Electric current; I (mA)


Occupational 100 kHz – 110 MHz 100


General public 100 kHz – 110 MHz 45


aNote


1. Current intensity values must be determined by averaging over the relevant
square values (see eqn 8 in Appendix A for details).


2. Limb current intensity must be evaluated separately for each limb.


3. Limb current reference levels are not provided for any other frequency range.


4. Limb current reference levels are only required for cases where the human
body is not electrically isolated from a ground plane.
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used below 30MHz, whereas both field strength and incident
power density are applicable from 30MHz to 2 GHz. Where
the exposure includes frequency components below and
above the transition, additivity should be used to account
for this. The same principle applies for basic restrictions.
Field values entering the below equations must be derived
using the same spatial and temporal constraints referred to in
the basic restriction and reference level tables. The summation
equations for basic restrictions and reference levels are pre-
sented separately below. However, for practical compliance pur-
poses, the evaluation by basic restriction and reference level can
be combined. For example, the second term in eqn (2) can be
replaced by the fourth term in eqn (4) for frequency compo-
nents above 6 GHz. To be compliant with the guidelines, the
summed values in each of Eqn (1) to (7) must be less than 1.


Basic restrictions for intervals �6 min. For practical
application of the whole-body average basic restrictions,
SAR should be added according to


X300 GHz


i¼100 kHz


SARi


SARBR
≤1; ð1Þ


where SARi and SARBR are the whole-body average SAR
levels at frequency i and the whole-body average SAR basic
restrictions given in Table 2, respectively.


For practical application of the local SAR and local ab-
sorbed power density basic restrictions, values should be
added according to


X6 GHz


i¼100 kHz


SARi


SARBR


þ
X30 GHz


i>6 GHz


Sab;4cm;i


Sab;4cm;BR


þ
X300 GHz


i>30 GHz


MAX
Sab;4cm;i


Sab;4cm;BR


� �
;


Sab;1cm;i


Sab;1cm;BR


� �� �
≤1; ð2Þ


where, SARi and SARBR are the local SAR level at frequency
i and the local SAR basic restriction given in Table 2, respec-
tively; Sab,4cm,i and Sab,4cm,BR are the 4-cm2 absorbed power
density level at frequency i and the 4-cm2 absorbed power
density basic restriction given in Table 2, respectively;
Sab,1cm,i and Sab,1cm,BR are the 1-cm2 absorbed power density
level at frequency i and the 1-cm2 absorbed power density basic
restriction given in Table 2, respectively; inside the body, Sab
terms are to be treated as zero; when evaluating the summation
of SAR and Sab over the body surface, the center of the SAR
averaging space is taken to be x,y,z, such that the x,y plane
is parallel to the body surface (z = 0) and z = −1.08 cm
(approximately half the length of a 10-g cube), and the


center of the Sab averaging area is defined as x,y,0; eqn
(2) must be satisfied for every position in the human body.


Reference levels for intervals �6 min. For practical
application of thewhole-body average reference levels, incident
electric field strength, incident magnetic field strength and inci-
dent power density values should be added according to;


X30 MHz


i¼100 kHz


Einc;i


Einc;RL;i


� �2


þ Hinc;i


Hinc;RL;i


� �2
( )


þ
X2 GHz


i>30 MHz


MAX
Einc;i


Einc;RL;i


� �2


;
Hinc;i


Hinc;RL;i


� �2


;
Sinc;i


Sinc;RL;i


� �( )


þ
X300 GHz


i>2 GHz


Sinc;i
Sinc;RL


� �
≤1; ð3Þ


where, Einc,i and Einc,RL,i are the whole-body average inci-
dent electric field strength and whole-body average incident
electric field strength reference level given in Table 5, at fre-
quency i, respectively; Hinc,i andHinc,RL,i are thewhole-body av-
erage incident magnetic field strength and whole-body average
incident magnetic field strength reference level given in Table 5,
at frequency i, respectively; Sinc,i and Sinc,RL,i are the whole-
body average incident power density and whole-body aver-
age incident power density reference level given in Table 5,
at frequency i, respectively. Note that the second term is not
appropriate for the reactive near-field zone, and so cannot
be used in eqn (3).


For practical application of the local reference levels,
incident electric field strength, incident magnetic field
strength and incident power density values should be added
according to


X30 MHz


i¼100 kHz


MAX
Einc;i


Einc;RL;i


� �2


;
Hinc;i


Hinc;RL;i


� �2
( )


þ
X2 GHz


i>30 MHz


MAX
Einc;i


Einc;RL;i


� �2


;
Hinc;i


Hinc;RL;i


� �2


;
Sinc;i


Sinc;RL;i


� �( )


þ
X6 GHz


i>2 GHz


Sinc;i
Sinc;RL;i


� �


þ
X30 GHz


i>6 GHz


Sinc;4cm;i


Sinc;4cm;RL;i


� �


þ
X300 GHz


i>30 GHz


MAX
Sinc;4cm;i


Sinc;4cm;RL;i


� �
;


Sinc;1cm;i


Sinc;1cm;RL;i


� �� �
≤1; ð4Þ
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where, Einc,i and Einc,RL,i are the local incident electric field
strength and local incident electric field strength reference
level given in Table 6, at frequency i, respectively; Hinc,i


and Hinc,RL,i are the local incident magnetic field strength
and local incident magnetic field strength reference level
given in Table 6, at frequency i, respectively; Sinc,i and
Sinc,RL,i are the local incident power density and local inci-
dent power density reference level given in Table 6, at fre-
quency i, respectively; inside the body above 6 GHz, Sinc
terms are to be treated as zero; eqn (4) must be satisfied
for every position in the human body.


For practical application of the limb current reference
levels, limb current values should be added according to


X110 MHz


i¼100 kHz


Ii
IRL


� �2


≤1; ð5Þ


where Ii is the limb current component at frequency i; and
IRL is the limb current reference level value from Table 9.
If there are non-negligible contributions to the local SAR
around limbs over 110 MHz, these need to be considered
by combining corresponding terms in eqns (2) or (4).


Basic restrictions for intervals <6 min. For practical
application of the local basic restrictions for time intervals
(t)<6 min, SAR, SA and absorbed energy density values
should be added according to:


X400 MHz


i¼100 kHz


∫t SARi tð Þ
360� SARBR


dt


þ
X6 GHz


i>400 MHz


SAi tð Þ
SABR tð Þ


þ
X30 GHz


i>6 GHz


Uab;4cm;i tð Þ
Uab;4cm;BR tð Þ


þ
X300 GHz


i>30 GHz


MAX
Uab;4cm;i tð Þ
Uab;4cm;BR tð Þ
� �


;
Uab;1cm;i tð Þ
Uab;1cm;BR tð Þ
� �� �


≤1; ð6Þ


where, SARi(t) and SARBR(t) are the local SAR level at fre-
quency i and the local SARbasic restriction given in Table 2,
over time t, respectively; SAi(t) and SABR(t) are the local
SA level at frequency i and the local SA basic restriction
given in Table 3, over time t, respectively; Uab,4cm,i(t) and
Uab,4cm,BR(t) are the 4-cm


2 absorbed power density level at
frequency i and the 4-cm2 absorbed power density basic re-
striction given in Table 3, over time t, respectively; Uab,1cm,i


(t) and Uab,1cm,BR(t) are the 1-cm
2 absorbed power density


level at frequency i and the 1-cm2 absorbed power density
basic restriction given in Table 3, over time t, respectively;


inside the body, Uab terms are to be treated as zero; when
evaluating the summation of SAR and/or SA, and Uab, over
the body surface, the center of the SAR and/or SA averag-
ing space is taken to be x,y,z, such that the x,y plane is par-
allel to the body surface (z = 0) and z = −1.08 cm
(approximately half the length of a 10-g cube), and the
center of the Uab averaging area is defined as x,y,0; eqn
(6) must be satisfied for every position in the human
body; for simultaneous exposure of brief and extended
exposures, SAR, SA and Uab must all be accounted for
in this equation.


Reference levels for intervals <6 min. For practical
application of the local reference levels for time intervals
(t) <6min, incident electric field strength, incident magnetic
field strength, incident power density and incident energy
density values should be added according to:


X30 MHz


i>100 kHz


MAX ∫t
E2
inc;i tð Þ


360*E2
inc;RL;i


dt


 !
; ∫t


H2
inc;i tð Þ


360*H2
inc;RL;i


dt


 !( )


þ
X400 MHz


i>30 MHz


MAX ∫t
E2
inc;i tð Þ


360*E2
inc;RL;i


dt


 !
; ∫t


H2
inc;i tð Þ


360*H2
inc;RL;i


dt


 !
; ∫t


Sinc;i tð Þ
360*Sinc;RL;i


dt


 !( )


þ
X6 GHz


i>400 MHz


Uinc;i tð Þ
Uinc;RL;i tð Þ þ


X30 GHz


i¼6 GHz


Uinc;4cm;i tð Þ
Uinc;4cm;RL;i tð Þ


þ
X300 GHz


i>30 GHz


MAX
Uinc;4cm;i tð Þ


Uinc;4cm;RL;i tð Þ
� �


;
Uinc;1cm;i tð Þ


Uinc;1cm;RL;i tð Þ
� �� �


≤1; ð7Þ


where Einc,i(t) and Einc,RL,i are the local Einc level over time
t and the local Einc reference level given in Table 6, at fre-
quency i, respectively; Hinc,i(t) and Hinc,RL,i are the local Hinc


level over time t and the local Hinc reference level given in
Table 6, at frequency i, respectively; Sinc,i(t) and Sinc,RL,i
are the local Sinc level over time t and the local Sinc reference
level given in Table 6, at frequency i, respectively; Uinc,i(t)
and Uinc,RL(t) are the incident energy density level and the
incident energy density reference level, over time t, at fre-
quency i, given in Table 7, respectively; Uinc,4cm,i(t) and
Uinc,4cm,RL(t) are the 4-cm


2 incident energy density level and
the 4-cm2 incident energy density reference level, over time
t, at frequency i, given in Table 7, respectively; Uinc,1cm,i(t)
and Uinc,1cm,RL(t) are the 1-cm


2 incident energy density level
and the 1-cm2 incident energy density reference level, over
time t, at frequency i, given in Table 7, respectively; inside
the body, Uinc terms are to be treated as zero; eqn (7) must
be satisfied for every position in the human body.


Guidance for Contact Currents
Within approximately the 100 kHz to 110 MHz range,


contact currents can occur when a person touches a conducting
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object that is within an electric or magnetic field, causing cur-
rent flow between object and person. At high levels these
can result in nerve stimulation or pain (and potentially tis-
sue damage), depending on EMF frequency (Kavet et al.
2014; Tell and Tell 2018). This can be a particular concern
around large radiofrequency transmitters, such as those that
are found near high power antennas used for broadcasting
below 30MHz and at 87.5–108MHz, where there have been
sporadic reports of pain and burn-related accidents. Contact
currents occur at the region of contact, with smaller contact
regions producing larger biological effects (given the same
current). This is due to the larger current density (A m−2),
and consequently the higher localized SAR in the body.


Exposure due to contact currents is indirect, in that it
requires an intermediate conducting object to transduce
the field. This makes contact current exposure unpredict-
able, due to both behavioral factors (e.g., grasping versus
touch contact) and environmental conditions (e.g., configu-
ration of conductive objects), and it reduces ICNIRP’s abil-
ity to protect against them. Of particular importance is the
heterogeneity of the current density passing to and being ab-
sorbed by the person, which is due not only to the contact
area, but also to the conductivity, density and heat capacity
of the tissue through which the current passes, and most im-
portantly the resistance between conducting object and
contacting tissue (Tell and Tell 2018).


Accordingly, these guidelines do not provide restrictions
for contact currents, and instead provide “guidance” to assist
those responsible for transmitting high-power radiofrequency
fields to understand contact currents, the potential hazards,
and how to mitigate such hazards. For the purpose of speci-
fication, ICNIRP here defines high-power radiofrequency
EMFs as those emitting greater than 100 V m−1 within the
frequency range 100 kHz to 100 MHz at their source.


There is limited research available on the relation be-
tween contact currents and health. In terms of pain, the health
effect arising from the lowest contact current level, the main
data comes from Chatterjee et al. (1986). In that study sensa-
tion and pain were assessed in a large adult cohort as a func-
tion of contact current frequency and contact type (grasping
versus touch contact). Reversible, painful heat sensations
were reported to occur with average (touch contact) induced
current thresholds of 46 mAwithin the 100 kHz to 10 MHz
range tested, which required at least 10 s of exposure to be
reported as pain. Thresholds were frequency-independent
within that range, and thresholds for grasping contact were
substantially higher than those for touch contact.


However, given that the threshold value reported was
an average across the participants, and given the standard
deviation of the thresholds reported, ICNIRP considers that
the lowest threshold across the cohort would have been ap-
proximately 20mA. Further, modeling from that data suggests


that children would have lower thresholds; extrapolating from
Chatterjee et al. (1986) and Chan et al. (2013), the lowest
threshold in children would be expected to bewithin the range
of 10 mA. The upper frequency of contact current capable of
causing harm is also not known. Although the ICNIRP (1998)
guidelines specified reference levels to account for contact
currents from 100 kHz to 110 MHz, Chatterjee et al. (1986)
only tested up to 10 MHz, and Tell and Tell (2018) reported
strong reductions in contact current sensitivities from about
1 MHz to 28 MHz (and did not assess higher frequencies).
Thus, it is not clear that contact currents will remain a health
hazard across the entire 100 kHz to 110 MHz range.


In determining the likelihood and nature of hazard due
to potential contact current scenarios, ICNIRP views the
above information as important for the responsible person
in managing risk associated with contact currents within
the frequency range 100 kHz to 110MHz. This may also as-
sist in conducting a risk-benefit analysis associated with
allowing a person into a radiofrequency EMF environment
that may result in contact currents. The above information
suggests that risk of contact current hazards can be mini-
mized by training workers to avoid contact with conducting
objects, but that where contact is required, the following
factors are important. Large metallic objects should be con-
nected to ground (grounding); workers should make contact
via insulating materials (e.g., radiofrequency protective
gloves); and workers should be made aware of the risks, in-
cluding the possibility of “surprise,” which may impact on
safety in ways other than the direct impact of the current
on tissue (for example, by causing accidents).


Risk Mitigation Considerations for Occupational
Exposure


To justify radiofrequency EMFexposure at the occupa-
tional level, an appropriate health and safety program is re-
quired. Part of such a program requires an understanding of
the potential effects of radiofrequency EMF exposure, in-
cluding consideration of whether biological effects resulting
from the exposure may add to other biological effects that are
unrelated to radiofrequency EMF. For example, where body
core temperature is already elevated due to factors unrelated
to EMF, such as through strenuous activity, radiofrequency
EMF-induced temperature rise needs to be considered in
conjunction with the other sources of heating. Similarly, it
is also important to consider whether a person has an illness or
condition that might affect their capacity to thermoregulate, or
whether environmental impediments to heat dissipation might
be present.


The relevant health effects that the whole-body SAR
restrictions protect against are increased cardiovascular load
(due to the work that the cardiovascular system must per-
form in order to restrict body core temperature rise), and
where temperature rise is not restricted to a safe level, a
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cascade of functional changes that may lead to both revers-
ible and irreversible effects on tissues (including brain,
heart, and kidney). These effects typically require body core
temperatures greater than 40°C (or an increase of approxi-
mately 3°C relative to normothermia). Large reduction fac-
tors have thus been used to make it extremely unlikely that
radiofrequency-induced temperature rise would exceed 1°C
(occupational restrictions have been set that would, under
normothermic conditions, lead to body core temperature
rises of <0.1°C), but care must be exercised when other fac-
tors are present that may affect body core temperature.
These include high environmental temperatures, high phys-
ical activity, and impediments to normal thermoregulation
(such as the use of thermally insulating clothing or certain
medical conditions). Where significant heat is expected
from other sources, it is advised that workers have a suitable
means of verifying their body core temperature (see ACGIH
2017 for further guidance).


The relevant health effects that the localized basic re-
strictions protect against are pain and thermally-mediated tis-
sue damage. Within Type-1 tissue, such as in the skin and
limbs, pain (due to stimulation of nociceptors) and tissue
damage (due to denaturation of proteins) typically require
temperatures above approximately 41°C. Occupational expo-
sure of the Limbs is unlikely to increase local temperature by
more than 2.5°C, and given that Limb temperatures are nor-
mally below 31–36°C, it is unlikely that radiofrequency
EMF exposure of Limb tissue, in itself, would result in either
pain or tissue damage. Within Type-2 tissue, such as within re-
gions of the Head and Torso (excluding superficial tissue),
harm is also unlikely to occur at temperatures below
41°C. As occupational exposure of the Head and Torso
tissue is unlikely to increase temperature by more than
1°C, and given that body core temperature is normally around
37–38°C, it is unlikely that radiofrequency EMF exposure
would lead to temperature rises sufficient to harm Type-2
tissue or tissue function.


However, care must be exercised when a worker is sub-
ject to other heat sources that may add to that of the radiofre-
quency EMF exposure, such as those described above in
relation to body core temperature. For superficial exposure
scenarios, local thermal discomfort and pain can be important
indicators of potential thermal tissue damage. It is thus impor-
tant, particularly in situations where other thermal stressors are
present, that the worker understands that radiofrequency EMF
exposure can contribute to their thermal load and is in a posi-
tion to take appropriate action to mitigate potential harm.


Acknowledgments—The guidelines were prepared by the ICNIRP Commis-
sion members and the scientific experts of the ICNIRP Project Group on
RF: Rodney Croft (Chair), Maria Feychting, Akimasa Hirata, Guglielmo
d'Inzeo, Kari Jokela†, Sarah Loughran, Carmela Marino, Gunnhild Oftedal,
Tsutomu Okuno, Eric van Rongen, Martin Röösli, Zenon Sienkiewicz, John
Tattersall, and Soichi Watanabe.


The guidelines were submitted to public consultation in 2018 and ap-
proved by the commission in August 2019. At the time of approval, the com-
mission included the following members: Eric van Rongen (Chair),
Rodney Croft, Maria Feychting, Adèle C Green, Akimasa Hirata, Guglielmo
d'Inzeo, Carmela Marino, Sharon Miller, Gunnhild Oftedal, Tsutomu Okuno,
Martin Röösli, Zenon Sienkiewicz, and Soichi Watanabe.


REFERENCES
American Conference of Governmental Industrial Hygienists.


TLVs and BEIs: based on the documentation of the threshold
limit values for chemical substances and physical agents and
biological exposure indices. Cincinnati, OH: ACGIH; 2017.


Arens E, Zhang H. Skin’s role in human thermoregulation and com-
fort. In: Pann N, Gibson P, eds. Thermal and moisture transport
in fibrous materials. Cambridge, England: Woodhead Publish-
ing Ltd; 2006: 560–602.


Aschoff J, Wever R. Kern und Schale im Wärmehaushalt des
Menschen. Naturwissenschaften 20:477–487; 1958 (in German).


Brockow T, Wagner A, Franke A, Offenbacher M, Resch KL. A
randomized controlled trial on the effectiveness of mild water-
filtered near infrared whole-body hyperthermia as an adjunct
to a standard multimodal rehabilitation in the treatment of fibro-
myalgia. Clinical J Pain 23:67–75; 2007.


Chan KH, Hattori J, Laakso I, Hirata A, Taki M. Computational
dosimetry for grounded and ungrounded human models due
to contact current. Phys Med Biol 58:5153–5172; 2013.


Chatterjee I, Wu D, Gandhi OP. Human body impedance and
threshold currents for perception and pain for contact hazards
analysis in the VLF-MF band. IEEE Trans Biomed Engineer
33:486–494; 1986.


Cheshire WP Jr. Thermoregulatory disorders and illness related to
heat and cold stress. Autonomic Neurosci: Basic and Clinical
196:91–104; 2016.


Defrin R, Shachal-Shiffer M, Hadgadg M, Peretz C. Quantitative
somatosensory testing of warm and heat-pain thresholds: the
effect of body region and testing method. Clinical J Pain 22:
130–136; 2006.


Dewhirst MW, Viglianti BL, Lora-Michiels M, Hanson M, Hopes
PJ. Basic principles of thermal dosimetry and thermal thresh-
olds for tissue damage from hyperthermia. Internat J Hyper-
thermia 19:267–294; 2003.


Dimbylow P. The relationship between localised SAR in the arm
and wrist current. Radiat Protect Dosim 95:177–179; 2001.


DuBois EF. The temperature of the human body in health and dis-
ease. In: Temperature: its measurement and control in science
and industry. New York: American Institute of Physics,
Reinhold Publishing Corporation; 1941: 24–40.


Edwards MJ, Saunders RD, Shiota K. Effects of heat on embryos
and fetuses. Internat J Hyperthermia 19:295–324; 2003.


Flintoft M, Robinson MP, Melia GCR, Marvin AC, Dawson JF.
Average absorption cross-section of the human body measured
at 1–12 GHz in a reverberant chamber: results of a human vol-
unteer study. Phys Med Biol 59:3297–3317; 2014.


Foster KR, Ziskin MC, Balzano Q. Thermal modeling for the next
generation of radiofrequency exposure limits: commentary.
Health Phys 113:41–53; 2017.


Foster KR, Ziskin MC, Balzano Q. Thermal response of human skin to
microwave energy: a critical review.HealthPhys 111:528–541; 2016.


Funahashi D, Hirata A, Kodera S, Foster KR. Area-averaged trans-
mitted power density at skin surface as metric to estimate surface
temperature elevation. IEEE Access 6:77665–77674; 2018.


Hashimoto Y, Hirata A, Morimoto R, Aonuma S, Laakso I, Jokela
K, Foster KR. On the averaging area for incident power density
for human exposure limits at frequencies over 6 GHz. Phys
Med Biol 62:3124–3138; 2017.


19ICNIRP GUIDELINES


www.health-physics.com



http://www.health-physics.com





Hirata A, Fujiwara O. The correlation between mass-averaged SAR
and temperature elevation in the human head model exposed to
RF near-fields from1 to 6GHz. PhysMedBiol 54:7171–7182; 2009.


Hirata A, Laakso I, Oizumi T, Hanatani R, Chan KH,Wiart J. The rela-
tionship between specific absorption rate and temperature elevation
in anatomically based human body models for plane wave exposure
from 30 MHz to 6 GHz. Phys Med Biol 58:903–921; 2013.


International Commission on Non-Ionizing Radiation Protection.
Guidelines for limiting exposure to time-varying electric, mag-
netic, and electromagnetic fields (up to 300 GHz). Health Phys
74:494–522; 1998.


International Commission on Non-Ionizing Radiation Protection.
ICNIRP Statement on the “Guidelines for limiting exposure to
time-varying electric, magnetic, and electromagnetic fields (up
to 300 GHz)”. Health Phys 97:257–58; 2009.


International Commission on Non-Ionizing Radiation Protection.
Guidelines for limiting exposure to time-varying electric and mag-
netic fields (1 Hz to 100 kHz). Health Phys 99:818–836; 2010.


IEC. Medical electrical equipment—part 1–2: general require-
ments for basic safety and essential performance—collateral
standard: electromagnetic disturbances—requirements and
tests. Geneva: IEC; 60601-1-2:2014; 2014.


ISO. Active implantable medical devices—electromagnetic
compatibility—EMC test protocols for implantable cardiac
pacemakers, implantable cardioverter defibrillators and cardiac
resynchronization devices. Geneva: ISO; 14117:2012; 2012.


Joshi RP, Schoenbach KH. Bioelectric effects of intense ultrashort
pulses. Critical Rev Biomed Engineer 38:255–304; 2010.


Juutilainen J, Höytö, Kumlin T, Naarala J. Review of possible
modulation-dependent biological effects of radiofrequency
fields, Bioelectromagnetics 32(7):511–34; 2011.


Kavet R, Tell RA, Olsen RG. Radiofrequency contact currents: sensory
responses and dosimetry. Radiat Protect Dosim 162:268–279; 2014.


Kodera S, Hirata A, Funahashi D,Watanabe S, Jokela K, Croft RJ.
Temperature rise for brief radio-frequency exposure below 6GHz.
IEEE Access 6:65737–65746; 2018.


Kowalczuk C, Yarwood G, Blackwell R, Priestner M, Sienkiewicz Z,
Bouffler S, Ahmed I, Abd-Alhameed R, Excell P, Hodzic V,
Davis C, Gammon R, Balzano Q. Absence of nonlinear re-
sponses in cells and tissues exposed to RFenergy atmobile phone
frequencies using a doubly resonant cavity. Bioelectromagnetics
31(7):556–565; 2010.


Laakso I, Morimoto R, Heinonen J, Jokela K, Hirata A. Human
exposure to pulsed fields in the frequency range from 6 to
100 GHz. Phys Med Biol 62:6980–6992; 2017.


Mir LM. Application of electroporation gene therapy: past, cur-
rent, and future. Meth Molecular Biol 423:3–17; 2008.


Mieusset R, Bujan L. Review: testicular heating and its possible con-
tributions to male infertility. Internat J Androl 18:169–184; 1995.


Morimoto R, Hirata A, Laakso I, Ziskin M, Foster R. Time con-
stants for elevation in humanmodels exposed to dipole antenna
and beams in the frequency range from 1 to 30 GHz. PhysMed
Biol 62:1676–1699; 2017.


Nagaoka T, Watanabe S. Development of voxel models adjusted
to ICRP reference children and their whole-body averaged
SARs for whole-body exposure to electromagnetic fields from
10 MHz to 6 GHz. IEEE Access, in press.


Nguyen THP, Shamis Y, Croft RJ, Wood A, McIntosh RL,
Crawford RJ, Ivanova EP. 18 GHz electromagnetic field in-
duces permeability of Gram-positive cocci. Nature: Scientific
Reports 16:10980; 2015.


Ramsey JD, Buford C, Beshir M, Jensen RC. Effects of work-
place thermal conditions on safe work behavior. J Safety Res
14:105–114; 1983.


Reilly T, Atkinson G, Edwards B, Waterhouse J, Farrelly K,
Fairhurst E. Diurnal variation in temperature, mental and phys-
ical performance, and tasks specifically related to football (soc-
cer). Chronobiol Internat 24:507–519; 2007.


Sasaki K, Mizuno M, Wake K, Watanabe S. Monte Carlo simula-
tions of skin exposure to electromagnetic field from 10 GHz
to 1 THz. Phys Med Biol 62:6993–7010; 2017.


Saunders RD, Jefferys JG. A neurobiological basis for ELF guide-
lines. Health Phys 92:596–603; 2007.


Scientific Committee on Emerging andNewly IdentifiedHealth Risks.
Opinion on potential health effects of exposure to electromagnetic
fields (EMF). Luxembourg: European Commission; 2015.


Shafahi M, Vafai K. Human eye response to thermal disturbances.
J Heat Transfer 133:011009–011009-7; 2011.


SSM. Recent research on EMF and health risk. Tenth report from
SSM’s Scientific Council on Electromagnetic Fields. Stockholm:
Strålsäkerhetsmyndigheten; SSM Report 19; 2015.


SSM. Recent research on EMF and health risk. Eleventh report
from SSM’s Scientific Council on Electromagnetic Fields.
Stockholm: Strålsäkerhetsmyndigheten; SSM Report 15; 2016.


SSM. Recent research on EMF and health risk. Twelfth report
from SSM’s Scientific Council on Electromagnetic Fields.
Stockholm: Strålsäkerhetsmyndigheten; SSM Report 09; 2018.


Tell RA, Tell CA. Perspectives on setting limits for RF contact cur-
rents: a commentary. Biomed Engineer Online 17:2; 2018.


Teunissen LP, Grabowski A, Kram R. Effects of independently al-
tering body weight and body mass on the metabolic cost of
running. J Experimental Biol 210:4418–4427; 2007.


United Nations Environment Programme/World Health Organiza-
tion/International Radiation Protection Association. Electro-
magnetic fields (300 Hz to 300 GHz). Geneva: World Health
Organization; Environmental Health Criteria 137; 1993.


Van den Heuvel AMJ, Haberley BJ, Hoyle DJR, Taylor NAS, Croft
RJ. The independent influences of heat strain and dehydration
upon cognition. Euro J Appl Physiol 117:1025–1037; 2017.


Van Rhoon GC, Samaras T, Yarmolenko PS, Dewhirst MW,
Neufeld E, Kuster N. CEM43°C thermal dose thresholds: a po-
tential guide for magnetic resonance radiofrequency exposure
levels? Euro Radiol 23:2215–2227; 2013.


Walters TJ, Blick DW, Johnson LR, Adair ER, Foster KR. Heating
and pain sensation produced in human skin by millimetre
waves: comparison to a simple thermal model. Health Phys
78:259–267; 2000.


Weyand PG, Smith BR, Sandell RF. Assessing the metabolic cost
of walking: the influence of baseline subtractions. In: Annual
International Conference of the IEEE Engineering inMedicine
and Biology Society.Minneapolis,MN: IEEE; 2009: 6878–6881.


World Health Organization. Constitution of the World Health Or-
ganization [online]. 1948. Available at https://www.who.int/
governance/eb/who_constitution_en.pdf. Accessed 1 April 2019.


World Health Organization. Radiofrequency fields. Geneva:
WHO; Public Consultation Document; 2014.


Yarmolenko PS, Moon EJ, Landon C, Manzoor A, Hochman DW,
Viglianti BL, Dewhirst MW. Thresholds for thermal damage to
normal tissues: an update. International J Hyperthermia 27:
320–343; 2011.


Ziskin MC, Morrissey J. Thermal thresholds for teratogenicity,
reproduction, and development. International J Hyperther-
mia 27:373–387; 2011.


■■


20 Health Physics Month 2020, Volume 00, Number 00


www.health-physics.com



https://www.who.int/governance/eb/who_constitution_en.pdf

https://www.who.int/governance/eb/who_constitution_en.pdf

http://www.health-physics.com





APPENDIX A: BACKGROUND DOSIMETRY


Introduction
This appendix provides additional dosimetry informa-


tion that is directly relevant to the derivation of the radiofre-
quency exposure restrictions that form the basis of the
present guidelines. As described in the main document, the
operational adverse health effects resulting from the lowest ra-
diofrequency exposure levels are due to heating (nerve stimu-
lation is discussed within the low frequency guidelines;
ICNIRP 2010). Accordingly, this appendix details the choice
of quantities used to restrict temperature rise to the operational
adverse health effect thresholds described in the main docu-
ment, the methods used to derive these restrictions (including,
where relevant, the associated uncertainty), the spatial and
temporal averaging methods used to represent temperature
rise, and the derivation of the basic restrictions and reference
levels themselves (including, where relevant, the associated
uncertainty). The operational adverse health effect thresholds
considered are 1°C body core temperature rise for exposures
averaged over thewhole body, and 5°C and 2°C local temper-
ature rise over more-localized regions for “Type-1” and
“Type-2” body tissue, respectively.7


QUANTITIES AND UNITS
Detailed explanations for the basic quantities, e.g., E,


H, I, T, and t are found elsewhere (see ICNIRP 1985, 2009a,
2009, 2010). In this section, the other quantities used in the
guidelines are detailed (i.e., SAR, SA, Sinc, Sab, Seq, Uinc,
Uab, and Ueq). Vector quantities are presented in bold font.


It is noted that radiofrequency basic restrictions and
reference levels are based on the lowest radiofrequency expo-
sure levels that may cause an adverse health effect. Since the
health effects are related to the temperature rises caused by
the exposure, it is determined by energy or power of the radio-
frequency exposure. Therefore, squared values of E, H, and I
are considered for time or spatial integration, orwhere summa-
tion of multiple frequencies is applied. The following equation
is an example of the spatial average of E over a volume V:


Espatial average ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
V
∫v Ej j2dv


r
; ð8Þ


where V is the volume of the integration (V = ∫vdv).


Specific Energy Absorption Rate (SAR) and Specific
Energy Absorption (SA)


SAR is defined as the time derivative of the incremental
energy consumption by heat, dW, absorbed by or dissipated
in an incremental mass, dm, contained in a volume element,


dV, of a given mass density of the tissue (kg m−3), r, and is
expressed in watt per kilogram (W kg−1):


SAR ¼ d


dt


dW


dm


� �
¼ d


dt


dW


rdV


� �
: ð9Þ


Dielectric properties of biological tissues or organs are generally
considered as dielectric lossy material and magnetically transpar-
ent because the relative magnetic permeability (mr) is 1. There-
fore, the SAR is usually derived from the following equation:


SAR ¼ s Ej j
r


2


; ð10Þ


where s is the conductivity (S m−1) and E is the internal elec-
tric-field (root mean square (rms) value).


Temperature rise is strongly correlated with SAR. Un-
der conditions where heat loss due to processes such as con-
duction is not significant, SAR and temperature rise are
directly related as follows;


SAR ¼ C
dT
dt


; ð11Þ


where C is specific heat capacity (J kg−1 °C−1) of the tissue,
T is temperature (°C) and t is the duration of exposure (s).
For most realistic cases, a large amount of heat energy rap-
idly diffuses during the exposure. Therefore, eqn (11) can-
not be routinely applied to human exposure scenarios.
However, eqn (11) is useful for brief exposure scenarios where
heat loss is not significant.


SAR is used as a basic restriction in the present guide-
lines. The SAR basic restrictions are defined as spatially
averaged values; that is, whole-body average SAR and
SAR10g. The whole-body average SAR is the total power
absorbed in the whole body divided by the body mass:


Whole−body average SAR ¼ Total powerð ÞWB


Total massð ÞWB


¼
∫WBs Ej j2dv
h i


WB


∫WBrdv
: ð12Þ


SAR10g is defined as the total power absorbed in a 10-g
cubic volume divided by 10 g (see the “Spatial averaging
considerations” section):


SAR10g ¼
Total powerð ÞV10g


Total massð ÞV10g


¼
∫V10gs Ej j2dv
h i


V10g


∫V10grdv
: ð13Þ


A 10-g volume (V10g) is approximately computed as a
2.15 cm � 2.15 cm � 2.15 cm cube, based on the assump-
tion that the tissue has the same mass density as water, or
1,000 kg m−3.


SA (J m−3) is derived as the time integral of SAR dur-
ing the time from t1 to t2:


7


Type-1 tissue refers to all tissues in the upper arm, forearm, hand, thigh,
leg, foot, pinna and the cornea, anterior chamber and iris of the eye, epider-
mal, dermal, fat, muscle, and bone tissue. Type-2 tissue refers to all tissues
in the head, eye, abdomen, back, thorax, and pelvis, excluding those de-
fined as Type-1 tissue.
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SA ¼ ∫t2t1SAR tð Þdt: ð14Þ


Absorbed Power Density (Sab) and Absorbed Energy
Density (Uab)


SAR10g is no longer an appropriate surrogate for local
temperature rise at frequencies above 6 GHz. Therefore, the
absorbed power and energy densities are introduced in the
guidelines for basic restrictions at such frequencies, where
the radiofrequency power or energy absorption is largely
confined within very superficial regions of the body. For ex-
ample, the penetration depths are approximately 8.1 mm
and 0.23 mm at 6 GHz and 300 GHz, respectively (see also
Table 10). The absorbed power density (W m�2) is defined
at the body surface:


Sab ¼ ∬A dxdy ∫Zmax0 r x; y; zð Þ � SAR x; y; zð Þ dz=A; ð15Þ


where the body surface is at z = 0, A is the averaging area (in
m2), and Zmax is depth of the body at the corresponding re-
gion; where Zmax is much larger than the penetration depth,
infinity can be substituted for Zmax. Considering heat diffu-
sion, a square 2 cm � 2 cm region (from 6 to 300 GHz) is
used for the averaging area of the absorbed power and en-
ergy density basic restrictions.


A more rigorous formula for absorbed power density is
based on the Poynting vector (S):


Sab ¼ ∬A Re S½ � � ds=A ¼ ∬A Re E�H�½ � � ds=A; ð16Þ


where Re[X] and X* are the real part and the complex con-
jugate of a complex value “X,” respectively, and ds is the in-
tegral variable vector with its direction normal to the
integral area A on the body surface.


Similar to the relationship between SAR and SA, the
absorbed energy density is derived as the temporal integra-
tion of the absorbed power density (J m−2):


Uab ¼ ∫t2t1 Sab tð Þdt: ð17Þ


Incident Power Density (Sinc) and Incident Energy
Density (Uinc)


The incident power and energy densities are used as ref-
erence levels in the guidelines. The incident power density is
defined as the modulus of the complex Poynting vector:


Sinc ¼ E�H�j j: ð18Þ


In the case of the far-field or transverse electromag-
netic (TEM) plane wave, the incident power density is de-
rived as:


Sinc ¼ Ej j2
Z0


¼ Z0 Hj j2; ð19Þ


where Z0 is the characteristic impedance of free space, i.e.,
377 V. The above equation is also used for the evaluation
of the plane wave equivalent incident power density (Seq).


Sinc is also related to Sab using the reflection coefficient G:


Sab ¼ 1− Gj j2
� �


Sinc: ð20Þ


The reflection coefficient (G) is derived from the di-
electric properties of the tissues, shape of the body surface,
incident angle, and polarization.


Similar to the relationship between SAR and SA, the
incident energy density is derived as the temporal integra-
tion of the incident power density during the time from t1
to t2:


Uinc ¼ ∫t2t1 Sinc tð Þ dt: ð21Þ


In near-field exposure scenarios, the components of the
Poynting vector are not real values but complex ones. In such
cases a detailed investigation of the Poynting vector compo-
nents may be necessary to calculate the incident power den-
sity relevant to radiofrequency safety.


RELEVANT BIOPHYSICAL MECHANISMS


Whole-Body Average Exposure Specifications
Relevant quantity. Health effects due to whole-body


exposure are related to body core temperature rise. It is, how-
ever, difficult to predict body core temperature rise based on
exposure of the human body to radiofrequency EMFs.


Body core temperature depends on the whole-body
thermal energy balance. Radiofrequency energy absorbed
by the body is transferred to the body core via blood flow,
which can activate thermoregulatory responses to maintain
the body core temperature (Adair and Black 2003). This
means that the time rate of the energy balance is essential
for the body core temperature dynamics. Accordingly,
whole-body average SAR is used as the physical quantity
relating to body core temperature rise.


The relationship between the total energy absorption
and the body core temperature is in general independent
of frequency. However, at frequencies higher than a few
GHz, core temperature does not generally elevate as much
as with the same level of whole-body average SAR at lower
frequencies because of larger heat transfer from the body
surface to air via convection or radiative emission, which


Table 10. Penetration depth of human skin tissue (dermis), for
frequencies 6 to 300 GHz.


Frequency (GHz)
Relative


permittivity Conductivity (S/m)
Penetration
depth (mm)


6 36 4.0 8.1


10 33 7.9 3.9


30 18 27 0.92


60 10 40 0.49


100 7.3 46 0.35


300 5.0 55 0.23


22 Health Physics Month 2020, Volume 00, Number 00


www.health-physics.com



http://www.health-physics.com





includes the effect of vasodilation in the skin (Hirata et al.
2013). The power absorption is confined primarily within
skin surface tissues where localized temperature rise is more
significant than the body core temperature rise (Laakso and
Hirata 2011). However, it has also been reported that infra-
red radiation (IR) exposure can cause significant body core
temperature rise (Brockow et al. 2007). Infrared radiation
refers to electromagnetic waves with frequencies between
those of radiofrequency EMF and visible light. This means
that despite the penetration depth of infrared radiation being
very small or comparable to the high GHz radiofrequency
EMFs (or millimeter waves) it is still possible for infrared
radiation exposure to raise body core temperature signifi-
cantly. For conservative reasons, therefore, ICNIRP set
equal whole-body average limits for frequencies both above
and below 6 GHz. This is especially important for cases of
multiple-frequency exposure of both higher and lower fre-
quencies. Thus, the applicable frequency is defined as the
entire frequency range considered in the guidelines.


Temporal averaging considerations. The definition of
the time constant for body core temperature is not clear.
However, under simplified conditions that produce a reason-
able estimate of the time constant (e.g., assuming a first order
lag), temperature dynamics can be described as follows:


T tð Þ ¼ T0 þ T∞−T0ð Þð1−e−tt Þ; ð22Þ


where T is the temperature as a function of time t, T0 and T∞
are the initial and steady-state temperatures, respectively,
and t is the time constant. In this case, the time constant cor-
responds to the time taken for 63% of the temperature rise,
from initial temperature to steady state temperature, to be
reached. In the present guidelines, the time to reach a
steady-state of 80–90% of the equilibrium temperature,
from the initial temperature, is considered for guideline set-
ting; this is almost two times the time constant in eqn (22).


Further, the time needed to reach the steady-state body
core temperature depends on the level of heat load, which in
this case relates to thewhole-body average SAR.Hirata et al.
(2007) numerically simulated the body core temperature
rise of a naked body exposed to a plane wave at 65 MHz
and 2 GHz, and reported that in both cases it takes at least
60 min to reach a 1°C body core temperature rise for
whole-body average SARs of 6 to 8 W kg−1. This time is
also dependent on the sweating rate, with strong sweating
increasing this time by 40–100min (Hirata et al. 2008; Nelson
et al. 2013). Consequently, the time to reach the steady state
temperature rise due to whole-body exposure to radiofre-
quency EMFs below 6 GHz is 30 min or longer.


As described above, power absorption is mainly con-
fined within the surface tissues at frequencies above
6 GHz (see Table 10). Thermoregulatory responses are thus


initiated by the skin temperature rise rather than body core
temperature rise. However, the time needed for the steady
state temperature rise is not significantly affected by this,
and so is not taken into account. It is thus reasonable to keep
the averaging time above 6 GHz the same as that below 6
GHz, because there is no quantitative investigation on the
time constant of body core temperature rise above 6 GHz.


Whole-body average SAR needed to raise body core


temperature by 1˚C. Thermoregulatory functions are acti-
vated if a human body is exposed to significant heating
load, which often results in non-linear relations between
whole-body average SAR and body core temperature rise.


Adair and colleagues have experimentally investigated
body core temperature (via esophageal temperature mea-
surement) during whole-body exposure. They have reported
no or minor increases of the esophageal temperature (<0.1°C)
during the whole-body exposure at 100 MHz, 220 MHz, and
2450MHz, with whole-body average SAR ranging from 0.54
to 1 W kg−1 in normal ambient temperature conditions, from
24°C to 28°C (Adair et al. 2001, 2003, 2005).


They also reported a relatively high body core tempera-
ture rise (0.35°C) for whole-body average SAR at 220 MHz
of 0.675 W kg−1 in a hot ambient temperature (31°C) condi-
tion, although this was found in only one person and the
mean of the body core temperature rises (6 persons) was
not appreciable. There is no data on body core temperature
rise for whole-body exposure to radiofrequency EMFs above
6 GHz. The only available data are on infrared radiation
(Brockow et al. 2007). The conservativeness for whole-body
exposure at higher frequencies is discussed in the main text.


There are two main factors affecting body core temper-
ature rise due to radiofrequency exposure: sweating and
mass-to-body surface ratio.


Evaporative heat loss due to sweating reduces body core
temperature efficiently and needs to be accounted for when
estimating body core temperature rise due to EMF. For exam-
ple, Hirata et al. (2007) reported that 4.5 W kg−1 is required
to increase the body core temperature by 1°C for a person
with a lower sweat rate, such as an elderly person, while
6 W kg-1 is required for a person with a normal sweat rate.
The decline of sweat rate in elderly people is primarily due to
degradation of thermal sensation (Dufour and Candas, 2007).


Similarly, heat exchange between the body surface and
external air is also very important. Hirata et al. (2009) found
that the steady-state body core temperature rise due to
whole-body radiofrequency EMF exposure is proportional
to the ratio of the (whole-body) power absorption to the sur-
face area of the body. The ratio of the mass to the surface
area is smaller for smaller-dimension bodies such as chil-
dren, and so greater whole-body average SAR is required
to elevate their body core temperature.
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This coincides with the finding that smaller persons
have a lower body core temperature rise for the same
whole-body average SAR. For example, Hirata et al. (2008)
numerically evaluated the body core temperature rise in 8-
months-old and 3-years-old child models and found that their
body core temperature rises were 35% smaller than that of an
adult female model for the same whole-body average SAR.
They concluded that the higher ratio of a child’s surface area
to body mass is the reason for more effective cooling
resulting from heat loss to the environment. Consequently,
the body core temperature rise in the child is smaller than that
of the adult at the same whole-body average SAR.


Addressing the issue more broadly, theoretical model-
ing and generalization from experimental research across a
range of species has shown that within the 100 kHz to
6 GHz range, whole-body average SARs of at least 6 W
kg−1, for exposures of at least 1 h at moderately high ambi-
ent temperature (28°C), are necessary to increase body core
temperature by 1°C for healthy adults and children (Hirata
et al. 2013), and at least 4.5 W for those with lower sweat
rates, such as the elderly (Hirata et al. 2007).


Considerations for fetal exposure. The primary ther-
moregulatory mechanism for a fetus is body core heat
exchange with the mother via blood flow through the
umbilical cord. The fetal temperature is therefore tightly
controlled by maternal temperature, and it takes longer to
reach thermal equilibrium than in adults (Gowland and De
Wilde 2008). The body core temperature of the fetus is typ-
ically 0.5°C higher than that of the mother (Asakura 2004).
This relationship is not changed significantly by radiofre-
quency EMF exposure of the mother at 26 weeks gestation,
as reported by Hirata et al. (2014). In the frequency range
from 40MHz to 500MHz, they computed steady-state fetal
temperature, taking the thermal exchange between mother
and fetus into account, and reported that the fetal tempera-
ture rise was only 30% higher than that of the mother, even
when the power absorption was focused around the fetus.
At lower frequencies, the SAR distribution becomes more
homogeneous because of the longer wavelength and pen-
etration depth, which results in more homogeneous tem-
perature rise over the whole-body of the mother and
fetus. At higher frequencies, the SAR distribution be-
comes more superficial because of the shorter penetration
depth. This results in a smaller SAR of the young fetus or
embryo, as it is generally located in the deep region of the
abdomen of the mother, as well as resulting in a smaller
whole-body SAR of the older fetus because the size of
the fetus is larger than the penetration depth. This sug-
gests that EMF whole-body exposure to the mother will
result in a similar body core temperature rise in the fetus
relative to that of the mother, even at frequencies outside
those investigated in that study.


It follows that an EMF-induced body core temperature
rise within the mother will result in a similar rise within the
fetus, and thus an exposure at the occupational whole-body
average SAR basic restriction would result in a similar body
core temperature rise in mother and fetus. Therefore, to
maintain fetal temperature to the level required by the gen-
eral public, a pregnant woman is considered a member of
the general public in terms of the whole-body average
SAR basic restriction.


ICNIRP’s decision on the occupational whole-body
average SAR for pregnant women is significantly conserva-
tive compared with the established teratogenic fetal temper-
ature threshold (2°C: Edwards et al. 2003; Ziskin and
Morrissey 2011). ICNIRP also recognizes that the body
core temperature of the fetus, especially during early stage
one or embryonic development, is not clearly defined, and
that there is no direct evidence that occupational whole-
body exposure of the pregnant worker will harm the fetus.
It is thus acknowledged that the decision to treat a pregnant
worker as a member of the general public is conservative.
ICNIRP also notes that there are some mitigating tech-
niques that can be considered in order to allow pregnant
workers to enter areas where radiofrequency EMFs are at
occupational exposure levels, without exceeding the general
public restrictions. For example, within a 30-min averaging
interval, a pregnant worker could bewithin an area at the oc-
cupational exposure restriction level for 6 min, providing
that the SAR averaged over 30 min (which includes this
6-min interval) does not exceed the general public restric-
tions. In considering such mitigating techniques, local re-
gion exposure restrictions for the pregnant worker are also
important, and are described in the “Considerations for fetal
exposure” in “Exposure Specifications for Local Regions
(100 kHz to 6 GHz)” and in “Exposure Specifications for
Local Regions (>6 GHz to 300 GHz)” sections.


Exposure Specifications for Local Regions (100 kHz to
6 GHz)


Relevant quantity. For cases of exposure to radiofre-
quency EMF over localized body regions, temperature can
rise in part of the body without altering body core tempera-
ture. Local temperature rise must therefore also be re-
stricted. The maximum local temperature rise generally
appears on the surface of the body, and local SAR is a useful
surrogate for local temperature rise due to localized radio-
frequency EMF exposure. However, other factors, such as
clothing, environmental conditions, and physiological states
can have more impact on local temperature than SAR itself.


The transition frequency between local SAR and area-
averaged absorbed power density is chosen as 6 GHz
(Funahashi et al. 2018). This was done as a practical com-
promise suitable for the conditions relevant to the spatial
and temporal averaging described in the following subsections,
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because no optimal single frequency exists for this transition.
For frequencies lower than the transition frequency, the SAR
is ametric for simultaneously protecting both the internal tissues
(e.g., brain) and the skin, as explained in the “Spatial averaging
considerations” section. At higher frequencies (especially above
10 GHz), the absorbed power density is a surrogate for maxi-
mum skin temperature rise.


Spatial averaging considerations. Different averaging
schemes (e.g., cubic, spherical, contiguous single tissue)
and masses have been assessed in terms of their ability to
predict local temperature rise (Hirata and Fujiwara 2009;
McIntosh and Anderson 2011). These suggest that the effect
of the size of the averaging mass is more crucial than the
shape of the averaging volume, and that SAR varies with dif-
ferent averaging schemes by a factor of approximately 2
(Hirata et al. 2006). It has also been shown that SAR aver-
aged over a single tissue provides somewhat worse correla-
tion with local temperature than that for multiple tissues,
because the heat generated in biological tissue can diffuse
up to a few centimeters (i.e., across multiple tissue types).
Consequently, a cubic averaging mass of 10 g, including all
tissues, is used as an appropriate spatial averaging regime
for frequencies up to 6 GHz. This metric has been shown
to be applicable even for plane wave exposures, in that local
temperature rise in the Head and Torso, and Limbs, is corre-
lated with SARwhen this averaging mass is used (Razmadze
et al. 2009; Bakker et al. 2011; Hirata et al. 2013).


Temporal averaging considerations. Time to reach
steady-state temperature, given the balance between rate of
radiofrequency power deposition on one hand, and heat diffu-
sion and conduction on the other, is characterized by the time
constant of temperature rise. The time constant primarily de-
pends on heat convection due to blood flow and thermal con-
duction. Van Leeuwen et al. (1999), Wang and Fujiwara
(1999), and Bernardi et al. (2000) report that the time needed
for 80–90% of the steady-state temperature rise, at 800 MHz
to 1.9 GHz, is 12–16 min. These guidelines take 6 min as a
suitable, conservative averaging time for steady-state temper-
ature rise up to 6 GHz for local exposures.


Local SAR required to increase local Type-1 and


Type-2 tissue temperature by 5 and 2˚C, respectively. Al-
though early research provided useful rabbit eye data con-
cerning the relation between 2.45 GHz exposure and local
temperature rise (e.g., Guy et al. 1975; Emery et al. 1975),
research with more accurate techniques has demonstrated
that the rabbit is an inappropriate model for the human
eye (Oizumi et al. 2013). However, given the concern about
potential radiofrequency harm to the eye, there are now
several studies that provide more-accurate information
about radiofrequency-induced heating of the human eye.
Expressed as heating factors for the SAR averaged over


10 g of tissue (the °C rise per unit mass, per Wof absorbed
power), the computed heating factors of a human eye have
been relatively consistent [0.11–0.16°C kg W−1: Hirata
(2005); Buccella et al. (2007); Flyckt et al. (2007); Hirata
et al. (2007); Wainwright (2007); Laakso (2009); Diao et al.
(2016)]. In most studies, the heating factor was derived for
the SAR averaged over the eyeball (contiguous tissue).
The SAR averaged over the cubic volume (which includes
other tissues) is higher than that value (Diao et al. 2016),
resulting in lower heating factors.


There is also a considerable number of studies on the
temperature rise in the head exposed to mobile phone
handset antennas (Van Leeuwen et al. 1999; Wang and
Fujiwara 1999; Bernardi et al. 2000; Gandhi et al. 2001;
Hirata and Shiozawa 2003; Ibrahim et al. 2005; Samaras
et al. 2007). Hirata and Shiozawa (2003) reported that
heating factors are 0.24 or 0.14°C kg W−1 for the local
SAR averaged over a 10-g contiguous volume, with and
without the pinna, respectively. Other studies considering
the local SAR averaged over a 10-g cubic volume includ-
ing the pinna reported heating factors of the head in the
range of 0.11–0.27°C kg W−1 (Van Leeuwen et al. 1999;
Bernardi et al. 2000; Gandhi et al. 2001). Fujimoto et al.
(2006) studied the temperature rise in a child head exposed
to a dipole antenna and found that it is comparable to that in
the adult when the same thermal parameters were used. The
heating factor in the brain (the ratio of the temperature rise
in the brain to peak SAR in the head) is 0.1°C kg W−1 or
smaller (Morimoto et al. 2016). Only one study reported
the temperature rise in the trunk for body-worn antennas
(Hirata et al. 2006). This study showed that the heating factor
in the skin is in the range of 0.18–0.26 �C kg W�1. Uncer-
tainty factors associated with the heating factors are attrib-
utable to the energy absorbed in the pinna (for mobile
phones) and other surrounding structures (for example,
see Foster et al. 2018) as well as the method for spatial av-
eraging of SAR.


Those studies are consistent with research showing
that, within the 100 kHz–6 GHz range, numerical estima-
tions converge to show that the maximum heating factor is
lower than 0.25°C kg W−1 in the skin and 0.1°C kg W−1


in the brain for exposures of at least approximately 30
min. Based on these heating factors, the operational adverse
health effect thresholds for the eye and brain (Type 1) and
for the skin (Type 2) will not be exceeded for local SARs
of up to 20 W kg−1.


Considerations for fetal exposure. Local SAR
heating factors for the fetus, as a function of gestation stage
and fetal posture and position, have been determined that
take heat exchange between mother and fetus into account
(Akimoto et al. 2010; Tateno et al. 2014; Takei et al. 2018).
This research used numerical models of 13-week, 18-week,
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and 26-week pregnant women. The heating factors of the fe-
tus were several times lower than those of the mother in
most cases. However, the largest heating factor was ob-
served when the fetal body position is very close to the sur-
face of the abdomen (i.e., middle and later stages of
gestation). These provide 0.1°C kg W−1 as a conservative
heating factor for the fetus.


Based on these findings, exposure of the mother at the
occupational basic restriction of 10 W kg−1 will result in a
temperature rise in the fetus of approximately 1°C, which
is lower than the operational adverse health effect threshold
for the Head and Torso, but results in a smaller reduction
factor (i.e., 2) than that considered appropriate for the gen-
eral public (i.e., 10). It follows that a localized occupational
radiofrequency EMF exposure of the mother would cause
the temperature to rise in the fetus to a level higher than that
deemed acceptable for the general public. Therefore, to
maintain fetal temperature to the level required by the gen-
eral public local SAR restrictions, a pregnant woman is con-
sidered a member of the general public in terms of the local
SAR restriction.


It is noted that the above-mentioned case appears only
in the middle and late pregnancy stages (18 to 26-week ges-
tation), while the heating factor of the fetus in the early preg-
nancy stage (12-week gestation) is at most 0.02°C kg W−1


(Tateno et al. 2014; Takei et al. 2018). This 12-week gesta-
tion fetal temperature rise is 100 times lower than the thresh-
old (2°C) for teratogenic effects in animals (Edwards et al.
2003; Ziskin and Morrissey 2011).


Exposure Specifications for Local Regions (>6 GHz to
300 GHz)


Relevant quantity. In a human body exposed to radio-
frequency EMF, an electromagnetic wave exponentially
decays from the surface to deeper regions. This phenome-
non is characterized according to penetration depth, as de-
scribed below:


Sab ¼ PD0 ∫Zmax0 e−
2z
d dz; ð23Þ


where Sab is the absorbed power density, the body surface is
at z = 0, d is the penetration depth from the body surface in
the z direction (defined as the distance from the surface
where 86% of the radiofrequency power is absorbed), and
Zmax is depth of the body at the corresponding region; where
Zmax is much larger than the penetration depth, infinity can
be substituted for Zmax. PD0 is the specific absorbed power
averaged over the area A at z = 0, as described below:


PD0 ¼ ∬A r x; y; 0ð Þ � SAR x; y; 0ð Þ dxdy=A: ð24Þ


The penetration depth depends on the dielectric
properties of the medium, as well as frequency. As fre-
quency increases, the penetration depth decreases, and
is predominantly within the surface tissues at frequencies


higher than about 6 GHz. Table 10 lists the penetration
depths based on the dielectric properties of skin tissue
(dermis) measured by Sasaki et al. (2017) and Sasaki
et al. (2014).


As a result, the local SAR averaged over a 10-g cubical
mass with side lengths of 2.15 cm is no longer a good proxy
for local temperature rise; that is, the power deposition is
limited to within a few millimeters of the surface tissues.
Conversely, the power density absorbed in the skin pro-
vides a better approximation of the superficial temperature
rise from 6 GHz to 300 GHz (Foster et al. 2016; Funahashi
et al. 2018).


Spatial averaging considerations. Thermal modeling
(Hashimoto et al. 2017) and analytical solutions (Foster et al.
2016) suggest that a square averaging area of 4 cm2 or
smaller provides a close approximation to local maximum
temperature rise due to radiofrequency heating at frequen-
cies greater than 6 GHz. This is supported by computations
for realistic exposure scenarios (He et al. 2018). An impor-
tant advantage of the 4-cm2 averaging area is the consis-
tency at 6 GHz between local SAR and absorbed power
density; the face of an averaging 10-g cube of SAR is ap-
proximately 4 cm2.


Because the beam area can usually only be focused to
the size of the wavelength, the averaging area of the ab-
sorbed power density relevant to the temperature rise de-
pends on frequency; smaller averaging areas are necessary
as frequency increases. Therefore, a smaller averaging area
is sometimes necessary for extremely focused beams at
higher frequencies. An additional criterion is therefore im-
posed for frequencies above 30 GHz for the spatial peak
(maximum) absorbed power density averaged over 1 cm2,
such that it must not exceed 2 times the value for the averag-
ing area of 4 cm2 (Foster et al. 2016).


Temporal averaging considerations. As well as the
cases of localized exposure at frequencies lower than 6
GHz, the temperature rise due to localized exposure to ra-
diofrequency EMFover 6 GHz also achieves an equilibrium
state with a particular time constant. Morimoto et al. (2017)
demonstrated that the same averaging time as the local SAR
(6 min) is appropriate for localized exposure from 6 GHz to
300 GHz. The time needed for steady-state local tempera-
ture rise decreases gradually as frequency increases, but
no notable change is observed at frequencies higher than
15 GHz (Morimoto et al. 2017). The time needed to reach
80–90% of the maximum temperature rise is approximately
5–10 min at 6 GHz and 3–6 min at 30 GHz. However, it is
noted that the time constant becomes shorter if brief or
irregular exposure is considered, which is discussed in
the “Brief Exposure Specifications for Local Regions
(>6 GHz to 300 GHz)” section. In the present guidelines,
6 min is chosen as the averaging time, with additional


26 Health Physics Month 2020, Volume 00, Number 00


www.health-physics.com



http://www.health-physics.com





restrictions for briefer or irregular exposures subjected to
additional constraints as a conservative measure.


Absorbed power density required to increase local


Type-1 tissue temperature by 5˚C. Above 6 GHz, power
absorption is primarily restricted to superficial tissue and
cannot result in tissue temperatures that exceed operational
adverse health effect thresholds for Type-2 tissues without
also exceeding those for the more superficial Type-1 tissues
(e.g., Morimoto et al. 2016). Therefore, exposure level must
be chosen to ensure that temperature rise in the more super-
ficial Type-1 tissue does not exceed the operational thresh-
old of 5°C.


Tissue heating, as a function of absorbed power density
over 6 GHz, is dependent on a variety of factors, as it is for
lower frequencies. A comprehensive investigation of the
heating factors for absorbed power density [in terms of the
temperature rise (°C) over a unit area (m2), per W of ab-
sorbed power] has been conducted in the case of a plane
wave incident to a multi-layered slab model as an extreme
uniform exposure condition (Sasaki et al. 2017). In that
study, Monte Carlo statistical estimation of the heating fac-
tor was conducted where it was shown that the maximum
heating factor for absorbed power density is 0.025°C m2


W−1. This value is more conservative (larger) than results
from other studies on the temperature rise in the skin
(Alekseev et al. 2005; Foster et al. 2016; Hashimoto et al.
2017) and the eye (Bernardi et al. 1998; Karampatzakis
and Samaras 2013). Thus, to increase temperature by 5°C
requires an absorbed power density of 200 W m−2.


Considerations for fetal exposure. As discussed in
the “Considerations for fetal exposure” of the “Exposure
Specifications for Local Regions (100 kHz to 6 GHz)” sec-
tion in relation to the frequency characteristics of the SAR
distribution, the contribution of surface heating due to ra-
diofrequency EMF exposure above 6 GHz to fetal tempera-
ture rise is likely very small (and smaller than that from
below 6 GHz). This suggests that the fetus will not receive
appreciable heating from localized exposure above 6 GHz.
However, there is currently no study that has assessed this.
ICNIRP thus takes a conservative approach for exposures
above 6 GHz and requires that the pregnant worker is
treated as a member of the general public in order to ensure
that the fetus will not be exposed above the general public
basic restrictions.


Brief exposure specifications for local regions (100 kHz
to 6 GHz)


The 6-min averaging scheme for localized exposure al-
lows greater strength of the local SAR if the exposure dura-
tion is shorter than the averaging time. However, if the
exposure duration is significantly shorter, heat diffusion
mechanisms are inadequate to restrict temperature rise. This


means that the 6-min averaged basic restriction can tempo-
rarily cause higher temperature rise than the operational ad-
verse health effect thresholds if the exposure period is
shorter than 6 min.


A numerical modeling investigation for brief exposure
to radiofrequency EMF from 100 MHz to 6 GHz, using a
multi-layer model and an anatomical headmodel, found that
the SA corresponding to the allowable temperature rise is
greatly variable depending on a range of factors (Kodera
et al. 2018). Based on that study and empirical equations
of the SA corresponding to the operational adverse health
effect threshold for the skin (5°C), the exposure correspond-
ing to this temperature rise is derived from the following
equations for Head and Torso:


SA tð Þ ¼ 7:2 0:05þ 0:95
ffiffiffiffiffiffiffiffiffiffiffi
t=360


p� �
kJ kg−1
	 



; ð25Þ


where t is time in seconds and applicable for t<360, and SA
(t) is spatially averaged over any 10-g cubic tissue, consider-
ing the continuity of the SAR at 6 min. The averaging pro-
cedure of SA is in the same manner as SAR in eqn (13). For
Limbs, the following equation should be satisfied:


SA tð Þ ¼ 14:4 0:025þ 0:975
ffiffiffiffiffiffiffiffiffiffiffi
t=360


p� �
kJ kg−1
	 



: ð26Þ


It is noted that the above logic results in slightly differ-
ent time functions for brief exposure below and above 6
GHz; the resultant time functions below 6 GHz are more
conservative than for above 6 GHz (i.e., eqns 27 and 28).


The numerical modeling study by Kodera et al. (2018)
also shows that the temperature rise in Type-2 tissue (e.g.,
brain) is also kept below 1°C by the SA restriction defined
in eqn (25). They furthermore reported that the SA corre-
sponding to the allowable temperature rise increases as fre-
quency decreases. At 400 MHz or lower, the SA derived
from the local 6-min SAR basic restriction [10 (W kg−1) �
360 (s) = 3.6 (kJ kg −1)] does not cause the temperature rise
corresponding to the operational adverse health effect
threshold for the Head and Torso to be exceeded. Accord-
ingly, this SA limit is only required for exposures above
400 MHz.


It should be noted that eqns (25) and (26) must be met
for all intervals up to 6 min, regardless of the particular
pulse or non-pulsed continuous wave patterns. That is, ex-
posure from any pulse, group of pulses, or subgroup of
pulses in a train, as well as from the summation of exposures
(including non-pulsed EMFs), delivered in t seconds, must
not exceed that specified in eqns (25) to (26), as exposure
to a part of the exposure pattern can be more critical than ex-
posure to a single pulse or the exposure averaged over t. For
example, if two 1-s pulses are separated by 1 s, the levels
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provided by eqns (25) and (26) must be satisfied for each of
the 1-s pulses as well as for the total 3-s interval.


The above discussion on brain temperature rise sug-
gests that the temperature rise in the fetus will also be lower
than that assumed for the steady-state (6-min) exposure.
That is, as the Type-2 tissue temperature rise will be kept be-
low the operational adverse health effect threshold by apply-
ing eqn (25), this will presumably also be the case for
temperature rises for the fetus due to brief exposures. How-
ever, there is no study available that has considered the ef-
fect of brief exposure of pregnant women up to the
occupational limit on the fetus. ICNIRP thus maintains the
same conservative policy for <6-min exposure as for
>6-min exposure (see “Considerations for fetal exposure
of Exposure Specifications for Local Regions (100 kHz
to 6 GHz)” section), and requires the pregnant worker to
be subject to the general public restrictions.


Brief Exposure Specifications for Local Regions
(>6 GHz to 300 GHz)


Similar to the situation for frequencies up to 6 GHz,
temperature rise can be enhanced for intense short pulses
or discontinuous exposures above 6 GHz, relative to a con-
tinuous exposure with the same absorbed power density av-
eraged over a 6-min interval. This becomes significant at
frequencies higher than 30 GHz (Foster et al. 2016). Con-
sidering the robustness and consistency of simple multi-
layer models, the basic restrictions for the brief exposures
are derived based on investigations using simple models
(Foster et al. 2016; Morimoto et al. 2017). Unlike continu-
ous wave exposure, the effect of diffraction, or interference
of waves reflected from protruding parts of the body back to
the skin, may be apparent for brief pulses. Although the ef-
fect of diffraction to the absorbed power density is yet to be
fully determined, the resultant temperature rise is estimated
to be up to 3 times higher if pulsed than that due to the same
absorbed power density spread evenly over a 6-min interval
(Laakso et al. 2017).


Considering these factors, absorbed energy density ba-
sic restrictions (Uab) have been set as a function of the
square root of the time interval, to account for heterogeneity
of temperature rise (Foster et al. 2016). These have been set
to match the operational adverse health effect threshold for
Type 1 tissue, as well as to match the absorbed energy den-
sity derived from the absorbed power density basic restric-
tion for 360 s. As per the brief interval exposure limits for
frequencies up to 6 GHz, the superficial nature of the resul-
tant temperature rise will not result in temperatures that ex-
ceed Type-2 tissue operational adverse health effect
thresholds, and so only the Type-1 tissue threshold of 5°C
needs to be considered here.


Consequently, an extension of the formula from
Kodera et al. (2018) for frequencies up to 6 GHz, specifies


the maximum absorbed energy density level for brief expo-
sures corresponding to the 5°C temperature rise as follows:


Uab tð Þ ¼ 72 0:05þ 0:95
ffiffiffiffiffiffiffiffiffiffiffi
t=360


p� �
kJ m−2	 



averaged over 2 cm� 2 cm;
ð27Þ


where t is the time interval in seconds and is applicable for
t<360s. Above 30 GHz, an additional criterion is given for
1 cm � 1 cm averaging areas, such that absorbed energy
density must not exceed the value specified in eqn (28):


Uab tð Þ ¼ 144 0:025þ 0:975
ffiffiffiffiffiffiffiffiffiffiffi
t=360


p� �
kJ m−2	 



averaged over 1 cm� 1 cm:
ð28Þ


It should be noted that eqns (27) and (28) must both be
met for all intervals up to 6 min, regardless of the particular
pulse or non-pulsed continuous wave patterns. That is, ex-
posure from any pulse, group of pulses, or subgroup of
pulses in a train, as well as from the summation of exposures
(including non-pulsed EMFs), delivered in t seconds, must
not exceed that specified in eqns (27) and (28), as exposure
to a part of the exposure pattern can be more critical than ex-
posure to a single pulse or the exposure averaged over t. For
example, if two 1-s pulses are separated by 1 s, the levels
provided by eqns (27) and (28) must be satisfied for each
of the 1-s pulses, as well as for the total 3-s interval.


As discussed above, in relation to the frequency char-
acteristics of the SAR distribution, the contribution of the
surface heating due to radiofrequency EMF above 6 GHz
to fetal temperature rise is likely smaller than that below
6 GHz. This is the same for cases of brief exposure. How-
ever, as there is no study on the fetus relating to exposure
of a pregnant woman to radiofrequency EMF above
6 GHz, ICNIRP adopts a conservative approach and treats
a pregnant worker as a member of the general public to
ensure that the fetal exposure will not exceed that of the
general public.


DERIVATION OF REFERENCE LEVELS


General Considerations for Reference Levels
As described in the main guidelines document, the ref-


erence levels have been derived as a practical means of
assessing compliancewith the present guidelines. The refer-
ence levels for E-field strength, H-field strength and inci-
dent power density have been derived from dosimetric
studies assuming whole-body exposure to a uniform field
distribution, which is generally the worst-case scenario.
Due to the strongly conservative nature of the reference
levels in most exposure scenarios, reference levels may
often be exceeded without exceeding the corresponding
basic restrictions, but this should always be verified to
determine compliance.
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Different reference level application rules have been set
for exposure in the far-field, radiative near-field and reactive
near-field zones. The intention of ICNIRP’s distinction be-
tween these zones is to provide assurance that the reference
levels are generally more conservative than the basic restric-
tions. In so far as the distinction between the zones is con-
cerned, the principle (but not only) determinant of this is
the degree to which a field approximates plane wave condi-
tions. A difficulty with this approach is that other factors
may also affect the adequacy of estimating reference level
quantities from basic restriction quantities. These include
the EMF frequency, physical dimensions of the EMF source
and its distance from the resultant external EMFs assessed,
as well as the degree towhich the EMFs vary over the space
to be occupied by a person. Taking into account such
sources of uncertainty, the guidelines have more conserva-
tive rules for exposure in the reactive and radiative near-
field than far-field zone. This makes it difficult to specify
whether, for the purpose of compliance, an exposure should
be considered reactive near-field, radiative near-field or far-
field without consideration of a range of factors that cannot
be easily specified in advance. As a rough guide, distances
> 2D2/l (m), between l/(2p) and 2D2/l (m), and < l/(2p)
(m) from an antenna correspond approximately to the far-
field, radiative near-field and reactive near-field, respec-
tively, where D and l refer to the longest dimension of the
antenna and wavelength, respectively, in meters. However,
it is anticipated that input from technical standards bodies
should be utilized to better determine which of the far-
field/near-field zone reference level rules should be ap-
plied so as to provide appropriate concordance between
reference levels and basic restrictions.


E-Field and H-Field Reference Levels up to 30 MHz
In the ICNIRP (1998) guidelines, the reference levels


in this frequency region were derived from the whole-body
average SAR for whole-body exposure to plane waves.
However, Taguchi et al. (2018) demonstrated that whole-
body exposure to the decoupled H-field results in a
whole-body average SAR significantly lower than that cal-
culated for the whole-body exposure to plane-waves with
the same H-field strength. The whole-body exposure to
the decoupled E-field was also calculated and it was found
that the whole-body average SARs are almost the same as
those for the plane wave with the same direction and
strength as the E-field. The reference levels relevant to the
whole-body average SAR basic restrictions below 30 MHz
in these guidelines are therefore based on the numerical cal-
culations of the whole-body average SAR for the whole-
body exposure to the decoupled uniformE-field andH-field,
separately. Taguchi et al. (2018) also concluded that local
SAR basic restrictions, including in the ankle, will also be
satisfied when the whole-body SAR basic restrictions are


satisfied. This means that compliance with the whole-body
average reference levels in this frequency region will result
in exposures that do not exceed the whole-body average
and local SAR basic restrictions.


In the low frequency guidelines (ICNIRP 2010) where
reference levels for frequencies up to 10MHz are set to pro-
tect against nerve cell stimulations, a reduction factor of 3
was applied to account for uncertainty associated with the
numerical modeling of the relation between the external
fields and the induced (internal) electric fields. The reason
for this is that 2-mm cube-averaged values (within a specific
tissue) were evaluated in the low frequency guidelines,
which are significantly affected by computational artifact.


In the present guidelines, however, the uncertainty of
the numerical simulation is not significant because the spa-
tial averaging procedure applied in evaluating the whole-
body average and local SAR significantly decreases the
uncertainty of the computational artifact. Therefore, addi-
tional reduction factors due to computational uncertainty
do not need to be considered in deriving the reference levels
relevant to the local and whole-body average SAR basic
restrictions below 30 MHz in these guidelines.


E-Field, H-Field and Power Density Reference Levels
From >30 MHz to 6 GHz


The ICNIRP (1998) whole-body average SAR for expo-
sure to a field strength equal to the reference level becomes
close to the basic restrictions around the whole-body reso-
nant frequency (30–200 MHz) and post resonant frequency
region (1,500–4,000 MHz).


The resonance frequency appears at a frequency where
half of the wavelength in free space is close to the height
(vertical dimension of a person standing) of the human body
in free space, or where a quarter of the wavelength in free
space is close to the height of a human body standing on
the ground plane (Durney et al. 1986), resulting in higher
whole-body average SARs. Whole-body resonance appears
only for the case of vertically polarized plane wave inci-
dence. If different polarizations are assumed, the resultant
whole-body average SAR is significantly (a few orders of
magnitude) lower than that of the case of the vertical polar-
ization around the whole-body resonant frequency (Durney
et al. 1986). Whole-body resonance has been confirmed by
numerical computations (Dimbylow 1997; Nagaoka et al.
2004; Dimbylow 2005; Conil et al. 2008; Kühn et al.
2009; Hirata et al. 2010).


Above the whole-body resonant frequency, especially
above a few GHz, the differences in thewhole-body average
SARs due to polarization are not significant compared with
those at the whole-body resonant frequency. Hirata et al.
(2009) reported that the whole-body average SAR in child
models from 9 months to 7 years old, exposed to horizon-
tally polarized plane wave incidence, is only slightly higher
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(up to 20%) than the vertically polarized plane wave at fre-
quencies from 2 GHz to 6 GHz. A similar tendency has
been reported in other studies (Vermeeren et al. 2008; Kühn
et al. 2009).


ICNIRP had concluded that, given the same external
field, the child whole-body average SAR can be 40% higher
than those of adults (ICNIRP 2009). After that ICNIRP
statement, Bakker et al. (2010) reported similar (but slightly
higher) enhancements (45%) of the child whole-body av-
erage SAR. The effects of age dependence of dielectric
properties of the tissues and organs have also been inves-
tigated, but no significant effect relevant to whole-body
average SAR has been found (Lee and Choi 2012). It is
noted that the increased whole-body average SARs have
been reported from calculations using very thin child
models, which were scaled from adult, and very young
(infant) models. Those studies assumed that the child or
infant maintains their posture for a substantial time inter-
val so as to match an extreme case condition, in order for
their whole-body SAR to exceed the basic restriction.
Further, a more recent study using child models that have
used the standard dimensions specified by the Interna-
tional Commission on Radiological Protection (ICRP),
rather than scaled versions of adults, showed that the in-
creases of the whole-body average SARs in the standard
child models are not significant (at most 16%; Nagaoka
et al. 2019). Similarly, the relation between whole-body
average SAR and whole-body mass has been investigated
and it has been found that the whole-body average SAR in
low body mass index (BMI) adults can increase in a sim-
ilar manner to the case of the child (Hirata et al. 2010,
2012; Lee and Choi 2012).


As discussed in the “Considerations for fetal exposure”
of the “Whole-body Average Exposure Specifications” sec-
tion, the temperature of the fetus is similar to the body core
temperature of the mother. The whole-body average SAR,
which is used to restrict body core temperature rise, is de-
fined as the power absorption in the whole body divided
by the whole-body mass. Therefore, the whole-body average
SAR of a pregnant woman, whose mass is larger, is gener-
ally the same as, or lower than, that of a non-pregnant
woman in this frequency region. Nagaoka et al. (2007) re-
ported that the whole-body average SAR of a 26-week
pregnant woman model exposed to the vertically polar-
ized plane wave from 10 MHz to 2 GHz was almost the
same as, or lower than, the non-pregnant woman model
for the same exposure condition.


Dimbylow (2007) reported that, using a simplified
pregnant woman model, the whole-body average SAR in
both the fetus and mother is highest for ungrounded condi-
tions, at approximately 70 MHz. A similar tendency was
found for anatomical fetus models of second and third tri-
mester conditions, with the whole-body average SARs in a


fetus of 20, 26, and 29 week gestation periods approxi-
mately 80%, 70%, and 60% of those in the mother, respec-
tively (Nagaoka et al. 2014). Thewhole-body average SARs
of the fetus, while still embryonic, are comparable to or
lower than the whole-body average SARs in the mother,
because the embryo is located deep within the abdomen
of the mother (Kawai et al. 2009). The pregnant woman
is therefore not considered independently from the fetus
in terms of reference levels and is subject to the general
public restrictions.


As described above, there are numerous databases rel-
evant towhole-body average SAR for whole-body exposure
in this frequency region. These include a considerable
number reported since the ICNIRP (1998) guidelines,
which are generally consistent with the database used as
the basis for the ICNIRP (1998) guidelines. ICNIRP uses
a combination of the older and newer databases to derive
the reference levels, taking into account some incongru-
ences discussed below.


Since publishing the ICNIRP (1998) guidelines it
has been shown that the whole-body average SAR basic
restrictions can be exceeded for exposure levels at the
reference level for children or small stature people. As
reviewed above, the whole-body average SAR is exceeded
by no more than 45%, and only for very specific child
models, and more recent modeling using realistic, inter-
national standardized child models shows only a modest
increase of 16% at most (Nagaoka et al. 2019). This devi-
ation is comparable with the uncertainty expected in the
numerical calculations. For example, Dimbylow et al.
(2008) reported that differences in the procedure or algo-
rithm used for the whole-body averaging results in 15%
variation of the whole-body average SARs at 3 GHz,
and that the assignment of the dielectric properties of the
skin conditions (dry or wet) reported also results in 10%
variation in the whole-body average SARs at 1.8 GHz
(Gabriel et al. 1996).


As reviewed in the “Considerations for fetal exposure” of
the “Whole-body Average Exposure Specifications” section,
the heating factor of children is generally lower than that of
adults. It follows that the increased SAR will not result in a
larger temperature rise than is allowed for adults, and so will
not affect health. Given the magnitude of uncertainty and
the lack of health benefit in reducing the reference levels to
account for small stature people, this has not resulted in
ICNIRP altering the reference levels in the frequency range
>30 MHz to 6 GHz.


It is also noted that there are other conditions where the
whole-body average reference levels can result in whole-
body average SARs that exceed the basic restrictions by
up to 35%. This occurs in human models with unusual pos-
tures that would be difficult to maintain for a sufficient du-
ration in order to cause the elevated SAR (Findlay and
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Dimbylow 2005; Findlay et al. 2009). However, the elevated
SAR is small compared with the associated uncertainties
and the conservative nature of the basic restrictions them-
selves, the postures are not likely to be routinely encoun-
tered, and there is no evidence that this will result in any
adverse health effects.


Reference Levels From >6 GHz to 300 GHz for
Whole-Body Exposure


Above 6 GHz, radiofrequency EMFs generally follow
the characteristics of plane wave or far-field exposure con-
ditions; incident power density or equivalent incident power
density is used as the reference level in this frequency
region. The reactive near-field exists very close to a radio-
frequency source in this frequency region. The typical
boundary of the reactive near-field and the radiative near-
field is defined as l/(2p) (e.g., 8 mm at 6 GHz). Because
the incident power density used for the reference levels
above 6 GHz does not appropriately correlate with the ab-
sorbed power density used for the basic restrictions in the re-
active near-field region, reference levels cannot be used to
determine compliance in the reactive near field; basic re-
strictions need to be assessed for such cases.


The radiofrequency power absorbed in the body expo-
nentially decays in the direction from the surface to deeper
regions (see eqn 23). Therefore, the power absorption is pri-
marily confined within the body surface above 6 GHz,
where the total power absorption or the whole-body average
SAR is approximately proportional to the exposed area of
the body surface (Hirata et al. 2007; Gosselin et al. 2009;
Kühn et al. 2009; Uusitupa et al. 2010). For example, an ex-
perimental study using a reverberation chamber found a
strong correlation between the whole-body average SAR
and the surface area of a human body from 1 GHz to
12 GHz (Flintoft et al. 2014).


Because the whole-body average SAR is approxi-
mately proportional to the incident power density and body
surface area (and is not dependent on EMF frequency),
ICNIRP has extended the whole-body reference levels from
below 6 GHz, up to 300 GHz. ICNIRP (1998) set whole-
body reference levels within this range (up to 10 GHz) at
50Wm−2 and 10Wm−2 (for occupational and general pub-
lic exposure, respectively). As there is no evidence that
these levels will result in exposures that exceed the whole-
body basic restrictions above 6 GHz, or that they will cause
harm, these guidelines retain the ICNIRP (1998) reference
levels for whole-body exposure conditions.


The same time and spatial average for the whole-body
average SAR basic restrictions are applied to these corre-
sponding reference levels. Therefore, the incident power
density is to be temporally averaged over 30 min and spa-
tially averaged over the space to be occupied by a human
body (whole-body space).


Reference Levels From >6 GHz to 300 GHz for Local
Exposure


The incident power density (Sinc) reference levels
above 6 GHz for local exposure can be derived from the ba-
sic restrictions (i.e., from absorbed power density, Sab):


Sinc ¼ SabT
−1 W m−2	 



; ð29Þ


where T is Transmittance, defined as follows:


Transmittance ¼ 1− Gj j2: ð30Þ


The reflection coefficient G is derived from the di-
electric properties of the tissues, shape of the body sur-
face, incident angle and polarization. For transverse electric
(TE)-wave incidence, the angle corresponding to the maxi-
mum transmittance is the angle normal to the body surface,
whereas for transverse magnetic (TM)-wave incidence this
occurs at the Brewster angle (the angle of incidence at
which there is no reflection of the TM wave). Furthermore,
for cases of oblique incidence of the radiofrequency EMF
wave, Li et al. (2019) have shown that the incident power
and energy densities of TE waves, averaged over the body
or boundary surface, overestimate the absorbed power and
energy densities, while the absorbed power and energy den-
sities of TM-waves around the Brewster angle approach the
incident power and energy densities. They also found that
normal incidence is always the worst case scenario regard-
ing temperature rise (Li et al. 2019).


In the present guidelines, the basic restrictions and ref-
erence levels are derived from investigations assuming nor-
mal incidence to the multi-layered human model. As this
represents worst-case modeling for most cases, the results
obtained and used in these guidelines will generally be
conservative.


The variation and uncertainty of the transmittance for
the normal-angle incident condition have been investigated
(Sasaki et al. 2017). The transmittance asymptotically in-
creases from 0.4 to 0.8 as the frequency increases from
10 GHz to 300 GHz. Similar tendencies have also been re-
ported elsewhere (Kanezaki et al. 2009; Foster et al. 2016;
Hashimoto et al. 2017).


Considering the frequency characteristics of the
transmittance, the reference levels for local exposure have
been derived as exponential functions of the frequency
linking 200 W m−2 at 6 GHz to 100 W m−2 at 300 GHz
(for occupational exposure). The same method is applied
for the derivation of reference levels for the general pub-
lic. For the same reasons given in the “Reference Levels
from >6 GHz to 300 GHz for Whole-body Exposure” sec-
tion, reference levels cannot be used to determine compli-
ance in the reactive near field; basic restrictions need to be
assessed for such cases.
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The temporal and spatial characteristics are almost the
same for incident power density and absorbed power den-
sity at the body surface for the scale considered in the
basic restrictions, i.e., 6 min, and either 4 cm2 or 1 cm2


(an additional criteria above 30 GHz). Therefore, the
same averaging conditions are applied to the incident
power density reference levels, as for the absorbed power
density basic restrictions.


Limb Current Reference Levels
Limb current is defined as the current flowing through


the limbs, such as through an ankle or wrist. High local
SAR can appear in these parts of the body because of their
anatomical composition. The volume ratio of the high con-
ductivity tissues to the low conductivity tissues is small in
the ankle and wrist, resulting in the current concentrating
into high conductivity tissues such as muscle, and thus
greater SAR. This phenomenon is particularly pronounced
for cases of a human body standing on the ground plane
in a whole-body resonant condition.


The local SAR in limbs (ankle and wrist) is strongly
correlated with the current flowing through the limbs. Al-
though the local SAR is generally difficult to measure di-
rectly, the limb SAR can be derived from the limb current
(I), which can be relatively easily measured, as follows:


SAR ¼ sE2


r
¼ J2


sr
¼ I2


srA2
; ð31Þ


where J and A are the current density and effective section
area, respectively.


The limb current reference levels are therefore set in or-
der to evaluate the local SAR in the ankle and wrist, espe-
cially around the ankle in a grounded human body for the
whole-body resonant condition. As the frequency increases
above the whole-body resonant frequency for the grounded
condition, the efficiency of the localization within the limbs
gradually decreases. Thus, at higher frequencies, the maxi-
mum local SAR does not generally appear around limbs,
and is thus not relevant.


Dimbylow (2002) showed that a limb current of 1 A at
10 MHz to 80 MHz causes 530 W kg−1 to 970 W kg−1 of
local SAR averaged over 10 g in the ankles of an adult male
model standing on a grounded plane. It is noted that the
shape of the averaging region of the 10-g tissue was not cu-
bic, but contiguous, which results in higher SAR values
than those of a cube. Based on that study, ICNIRP sets the
limb current reference levels at 100 mA and 45 mA for oc-
cupational and general public exposures, respectively, to
conservatively ensure compliance with the local SAR basic
restrictions in the limbs (e.g., the maximum local SAR in
the limbs for a 100 mA current would only be 10 W
kg−1). Taguchi et al. (2018) confirmed this relation between


SAR and ankle current from 10 MHz to 100 MHz in differ-
ent anatomical models.


Similarly, Dimbylow (2001) computed the 10-g local
SAR (with contiguous tissue) for a 100-mA wrist current,
which resulted in 27 W kg−1 at 100 kHz, decreasing to
13 W kg−1 at 10 MHz. Considering the reduction of SAR
for the cubic compared to contiguous shape, the 100-mA
limb current at the wrist will also conservatively ensure com-
pliance with the local SAR basic restrictions in the wrist.
Based on this, ICNIRP has revised the lower frequency range
to 100 kHz, from 10 MHz in ICNIRP (1998).


As shown in eqn (31), the local SAR is proportional to
the squared value of the limb current. In eqn (31), however,
the effective area is a constant to relate the limb current
to the 10-g averaged local SAR and depends on not only the
actual section area but also tissue distribution/ratio and con-
ductivity. Because the conductivity asymptotically increases
as the frequency increases from 100 kHz to 110MHz, the re-
lationship between local SAR and limb current is not con-
stant across this frequency range. For example, Dimbylow
(2002) demonstrated that the local SAR due to a constant
limb current halved as frequency increased from 10 MHz
to 80 MHz. This suggests that the upper frequency limit for
limb current reference levels could potentially be lowered,
relative to the upper limit of the 10 MHz to 110 MHz range
of ICNIRP (1998). However, due to the lack of research ad-
dressing this issue, ICNIRP has kept the same upper fre-
quency range as in ICNIRP (1998).


Because the limb current reference levels are relevant
to the local SAR basic restrictions, the same temporal aver-
aging is applied (i.e., 6 min). Further, as the squared value of
the limb current is proportional to the local SAR, the
squared value of the limb current must be used for time aver-
aging (as described in the “Quantities and Units” section).
Note that temperature rise for exposures of less than 6 min
is only of concern for frequencies above 400 MHz, which
is higher than the upper frequency limit for limb currents.
Limb current reference levels are therefore not required for
exposures of less than 6 min.


Reference Levels for Brief Exposure (<6 min)
The reference levels for brief exposure are derived to


match the brief exposure basic restrictions, which have been
set in terms of SA and absorbed energy density, up to and
above 6 GHz, respectively.


The reference levels have been derived from numerical
computations with the multi-layered human model exposed
to a planewave, or to typical sources used close to the body,
such as a dipole antenna.


The reference levels vary as a function of time interval
to match the absorbed energy density basic restrictions
(above 6 GHz), with a similar function used below 6 GHz
to match the SA basic restrictions. It is noted that the time


32 Health Physics Month 2020, Volume 00, Number 00


www.health-physics.com



http://www.health-physics.com





function of the absorbed energy density basic restrictions
and corresponding incident energy density reference levels
are more conservative than those for the SA basic restric-
tions and corresponding incident energy density reference
levels. This means that the reference levels are more conser-
vative above than below 6 GHz.


Because the reference levels are based on the multi-
layered model, the uncertainty included in the dosimetry
is not significant. Conversely, this simple modeling is likely
overly conservative for a realistic human body shape and
structure. This overestimation decreases as the frequency
increases because the penetration depth is short relative to
the body-part dimensions. Morphological variations are also
not significant.


REFERENCES
Adair ER, Blick DW, Allen SJ, Mylacraine KS, Ziriax JM, Scholl


DM. Thermophysiological responses of human volunteers to
whole body RF exposure at 220 MHz. Bioelectromagnetics
26:448-461; 2005.


Adair ER, Mylacraine KS, Allen SJ. Thermophysiological
consequences of whole body resonant RF exposure
(100 MHz) in human volunteers. Bioelectromagnetics 24:
489-501; 2003.


Adair ER, Mylacraine KS, Cobb BL. Partial-body exposure of
human volunteers to 2450MHz pulsed or CW fields provokes
similar thermoregulatory responses. Bioelectromagnetics
22:246-259; 2001.


Akimoto S, Kikuchi S, Nagaoka T, Saito K, Watanabe S,
Takahashi M, Ito K. Evaluation of specific absorption rate
for a fetus by portable radio terminal close to the abdomen
of a pregnant woman. IEEE Trans Microwave Theory Tech
58:3859-3865; 2010.


Alekseev S, Radzievsky A, Szabo I, Ziskin M. Local heating of
human skin by millimeter waves: effect of blood flow. Bio-
electromagnetics 26:489-501; 2005.


Asakura H. Fetal and neonatal thermoregulation. J Nippon Med
Sch 71:360-370; 2004.


Bakker J, Paulides M, Christ A, Kuster N, Van Rhoon G. Assess-
ment of induced SAR in children exposed to electromagnetic
plane waves between 10 MHz and 5.6 GHz. Phys Med Biol
55:3115; 2010.


Bakker JF, Paulides MM, Neufeld E, Christ A, Kuster N, Rhoon
GCv. Children and adults exposed to electromagnetic fields
at the ICNIRP reference levels: theoretical assessment of
the induced peak temperature increase. Phys Med Biol
56:4967; 2011.


Bernardi P, Cavagnaro M, Pisa S, Piuzzi E. SAR distribution and
temperature increase in an anatomical model of the hu-
man eye exposed to the field radiated by the user antenna
in a wireless LAN. IEEE Trans Microwave Theory Tech
46:2074-2082; 1998.


Bernardi P, Cavagnaro M, Pisa S, Piuzzi E. Specific absorp-
tion rate and temperature increases in the head of a


cellular-phone user. IEEE Trans Microwave Theory Tech
48:1118-1126; 2000.


Brockow T, Wagner A, Franke A, Offenbächer M, Resch KL. A
randomized controlled trial on the effectiveness of mild
water-filtered near infrared whole-body hyperthermia as
an adjunct to a standard multimodal rehabilitation in the
treatment of fibromyalgia. Clin J Pain 23:67-75; 2007.


Buccella C, De Santis V, Feliziani M. Prediction of temperature in-
crease in human eyes due to RF sources. IEEE Trans Electro-
magnet Compat 49(4):825-833; 2007.


Conil E, Hadjem A, Lacroux F, Wong MF, Wiart J. Variability
analysis of SAR from 20 MHz to 2.4 GHz for different adult
and child models using finite-difference time-domain. Phys
Med Biol 53:1511-1525; 2008.


Diao Y, Leung SW, He Y, SunW, Chan KH, Siu YM, Kong R. De-
tailed modeling of palpebral fissure and its influence on SAR
and temperature rise in human eye under GHz exposures.
Bioelectromagnetics 37:256-263; 2016.


Dimbylow P. The relationship between localised SAR in the arm
and wrist current. Radiat Protect Dosim 95:177-179; 2001.


Dimbylow P. Resonance behaviour of whole-body averaged spe-
cific energy absorption rate (SAR) in the female voxel model,
Naomi. Phys Med Biol 50:4053-4063; 2005.


Dimbylow P. SAR in the mother and foetus for RF plane wave ir-
radiation. Phys Med Biol 52:3791-3802; 2007.


Dimbylow PJ. FDTD calculations of the whole-body aver-
aged SAR in an anatomically realistic voxel model of
the human body from 1 MHz to 1 GHz. Phys Med Biol
42:479-490; 1997.


Dimbylow PJ. Fine resolution calculations of SAR in the human
body for frequencies up to 3 GHz. Phys Med Biol 47:2835-
2846; 2002.


Dimbylow PJ, Hirata A, Nagaoka T. Intercomparison of whole-
body averaged SAR in European and Japanese voxel phan-
toms. Phys Med Biol 53:5883-5897; 2008.


Dufour A and Candas V. Ageing and thermal responses during
passive heat exposure: sweating and sensory aspects. Eur
J Appl Physiol 100:19-26; 2007.


Durney CH, Massoudi H, Iskander MF. Radiofrequency radiation
dosimetry handbook. Fourth ed. Brooks AFB, TX: USAF
School of Aerospace Medicine (USAFSAM-TR-85-73).


Edwards MJ, Saunders RD, Shiota K. Effects of heat on embryos
and foetuses. Int J Hypertherm 19:295-324; 2003.


Emery A, Kramar P, Guy A, Lin J. Microwave induced tempera-
ture rises in rabbit eyes in cataract research. J Heat Transfer
97:123-128; 1975.


Findlay R, Dimbylow P. Effects of posture on FDTD calculations
of specific absorption rate in a voxel model of the human
body. Phys Med Biol 50:3825-3835; 2005.


Findlay R, Lee A-K, Dimbylow P. FDTD calculations of
SAR for child voxel models in different postures
between 10 MHz and 3 GHz. Radiat Protect Dosim 135:
226-231; 2009.


33ICNIRP GUIDELINES


www.health-physics.com



http://www.health-physics.com





Flintoft I, Robinson M, Melia G, Marvin A, Dawson J.
Average absorption cross-section of the human body
measured at 1–12 GHz in a reverberant chamber: re-
sults of a human volunteer study. Phys Med Biol
59:3297-3317; 2014.


Flyckt V, Raaymakers B, Kroeze H, Lagendijk J. Calculation of
SAR and temperature rise in a high-resolution vascularized
model of the human eye and orbit when exposed to a dipole
antenna at 900, 1500 and 1800 MHz. Phys Med Biol
52:2691-2701; 2007.


Foster KR, Ziskin MC, Balzano Q. Thermal response of human
skin to microwave energy: a critical review. Health Phys
111:528-541; 2016.


Foster KR, Ziskin MC, Balzano Q, Bit-Babik G. Modeling tissue
heating from exposure to radiofrequency energy and rele-
vance of tissue heating to exposure limits: heating factor.
Health Phys 115:295-307; 2018.


Fujimoto M, Hirata A, Wang J, Fujiwara O, Shiozawa T.
FDTD-derived correlation of maximum temperature in-
crease and peak SAR in child and adult head models
due to dipole antenna. IEEE Trans Electromagnet Compat
48:240-247; 2006.


Funahashi D, Hirata A, Kodera S, Foster KR. Area-averaged
transmitted power density at skin surface as metric
to estimate surface temperature elevation. IEEE Access
6:77665-77674; 2018.


Gabriel S, Lau RW, Gabriel C. The dielectric properties of biolog-
ical tissues: III. parametric models for the dielectric spectrum
of tissues. Phys Med Biol 41:2271-2293; 1996.


Gandhi OP, Li Q-X, Kang G. Temperature rise for the human
head for cellular telephones and for peak SARs prescribed
in safety guidelines. IEEE Trans Microwave Theory Tech
49:1607-1613; 2001.


GosselinM-C, Christ A, Kühn S, Kuster N. Dependence of the oc-
cupational exposure to mobile phone base stations on the
properties of the antenna and the human body. IEEE Trans
Electromagnet Compat 51: 227-235; 2009.


Gowland P, De Wilde J. Temperature increase in the fetus due to
radio frequency exposure during magnetic resonance scan-
ning. Phys Med Biol 53:L15–L18; 2008.


Guy AW, Lin JC, Kramar PO, Emery AF. Effect of 2450-MHz radi-
ation on the rabbit eye. IEEE Trans Microwave Theory Tech
23:492-498; 1975.


Hashimoto Y, Hirata A, Morimoto R, Aonuma S, Laakso I, Jokela
K, Foster KR. On the averaging area for incident power den-
sity for human exposure limits at frequencies over 6 GHz.
Phys Med Biol 62:3124-3138; 2017.


HeW, Xu B, GustafssonM,Ying Z, He S. RF compliance study of
temperature elevation in human head model around 28 GHz
for 5G user equipment application: simulation analysis. IEEE
Access 6:830-838; 2018.


Hirata A. Temperature increase in human eyes due to near-
f ield and far-f ield exposures at 900 MHz, 1.5 GHz,


and 1.9 GHz. IEEE Trans Electromagnet Compat 47:68-
76; 2005.


Hirata A, Asano T, Fujiwara O. FDTD analysis of human body-
core temperature elevation due to RF far-field energy pre-
scribed in the ICNIRP guidelines. Phys Med Biol 52:5013-
5023; 2007.


Hirata A, Asano T, Fujiwara O. FDTD analysis of body-core tem-
perature elevation in children and adults for whole-body expo-
sure. Phys Med Biol 53:5223-5238; 2008.


Hirata A, Fujimoto M, Asano T, Jianqing W, Fujiwara O,
Shiozawa T. Correlation between maximum temperature in-
crease and peak SAR with different average schemes and
masses. IEEE Trans Electromagn Compat 48:569-578; 2006.


Hirata A, Fujiwara O. The correlation between mass-averaged
SAR and temperature elevation in the human head model ex-
posed to RF near-fields from 1 to 6 GHz. Phys Med Biol
54:7227-7238; 2009.


Hirata A, Fujiwara O, Nagaoka T, Watanabe S. Estimation of
whole-body average SAR in human models due to plane-
wave exposure at resonance frequency. IEEE Trans Electro-
magnet Compat 52:41-48; 2010.


Hirata A, Kodera S, Wang J, Fujiwara O. Dominant factors
influencing whole-body average SAR due to far-field ex-
posure in whole-body resonance frequency and GHz re-
gions. Bioelectromagnetics 28:484-487; 2007.


Hirata A, Laakso I, Ishii Y, Nomura T, Chan KH. Computation of
temperature elevation in a fetus exposed to ambient heat and
radio frequency fields. Numerical Heat Transfer, Part A:
Appl 65:1176-1186; 2014.


Hirata A, Laakso I, Oizumi T, Hanatani R, Chan KH, Wiart J. The
relationship between specific absorption rate and temperature
elevation in anatomically based human body models for
plane wave exposure from 30MHz to 6 GHz. Phys Med Biol
58:903-921; 2013.


Hirata A, Nagaya Y, Ito N, Fujiwara O, Nagaoka T, Watanabe S.
Conservative estimation of whole-body average SAR in in-
fant model for 0.3-6 GHz far-field exposure. Phys Med Biol
129:2102-2107; 2009.


Hirata A, Shiozawa T. Correlation of maximum temperature
increase and peak SAR in the human head due to handset
antennas. IEEE Trans Microw Theory Tech 51:1834-
1841; 2003.


Hirata A, Sugiyama H, Fujiwara O. Estimation of core
temperature elevation in humans and animals for
whole-body averaged SAR. Prog Electromagnet Res
99:53-70; 2009.


Hirata A,Watanabe S, Fujiwara O, KojimaM, Sasaki K, Shiozawa
T. Temperature elevation in the eye of anatomically based hu-
man head models for plane-wave exposures. Phys Med Biol
52:6389-6399; 2007.


Hirata A, Yanase K, Laakso I, Chan KH, Fujiwara O, Nagaoka T,
Watanabe S, Conil E, Wiart J. Estimation of the whole-body
averaged SAR of grounded human models for plane wave


34 Health Physics Month 2020, Volume 00, Number 00


www.health-physics.com



http://www.health-physics.com





exposure at respective resonance frequencies. Phys Med Biol
57:8427-8442; 2012.


Ibrahim A, Dale C, Tabbara W, Wiart J. Analysis of the tempera-
ture increase linked to the power induced by RF source. Prog
Electromagn Res 52:23-46; 2005.


ICNIRP. Reviewof concepts, quantities, units, and terminology for
non-ionizing radiation protection. Health Phys 49:1329-
1362; 1985.


ICNIRP. Guidelines for limiting exposure to time-varying electric,
magnetic, and electromagnetic fields (up to 300 GHz).
Health Phys 74:494-521; 1998.


ICNIRP. Review of scientific evidence on dosimetry, biolog-
ical effects, epidemiological observations, and health
consequences concerning exposure to high frequency
electromagnetic fields (100 kHz to 300 GHz). Munich:
International Commission on Non-ionizing Radiation
Protection; 2009.


ICNIRP. Statement on the “guidelines for limiting exposure
to time-varying electric, magnetic, and electromag-
netic fields (up to 300 GHz).” Health Phys 97:257-
258; 2009.


ICNIRP. Guidelines for limiting exposure to time-varying electric
and magnetic fields (1 Hz to 100 kHz). Health Phys 99:818-
836; 2010.


Kühn S, Jennings W, Christ A, Kuster N. Assessment of in-
duced radio-frequency electromagnetic fields in various
anatomical human body models. Phys Med Biol 54:875-
90; 2009.


Kühn S, Jennings W, Christ A, Kuster N. Assessment of in-
duced radio-frequency electromagnetic fields in various
anatomical human body models. Phys Med Biol 54:875-
890; 2009.


Kanezaki A, Hirata A, Watanabe S, Shirai H. Effects of dielectric
permittivities on skin heating due to millimeter wave expo-
sure. Biomed Eng Online 8:20; 2009.


Karampatzakis A, Samaras T. Numerical modeling of heat andmass
transfer in the human eye under millimeter wave exposure.
Bioelectromagnetics 34:291-299; 2013.


Kawai H, Nagaoka T, Watanabe S, Saito K, Takahashi M, Ito K.
Computational dosimetry in embryos exposed to electromag-
netic plane waves over the frequency range of 10 MHz–1.5
GHz. Phys Med Biol 55:N1; 2009.


Kodera S, Hirata A, Funahashi D, Watanabe S, Jokela K, Croft RJ.
Temperature rise for brief radio-frequency exposure below 6
GHz. IEEE Access 6:65737-65746; 2018.


Laakso I. Assessment of the computational uncertainty of
temperature rise and SAR in the eyes and brain under
far-field exposure from 1 to 10 GHz. Phys Med Biol
54:3393-3404; 2009.


Laakso I, Hirata A. Dominant factors affecting temperature
rise in simulations of human thermoregulation during
RF exposure. Physics in Medicine and Biology 56:
7449-7471; 2011.


Laakso I, Morimoto R, Heinonen J, Jokela K, Hirata A. Human
exposure to pulsed fields in the frequency range from 6 to
100 GHz. Phys Med Biol 62:6980-6992; 2017.


Lee A-K, Choi H-D. Determining the influence of Korean popula-
tion variation on whole-body average SAR. Phys Med Biol
57:2709-2725; 2012.


Li K, Sasaki K,Watanabe S, Shirai H. Relationship between power
density and surface temperature elevation for human skin ex-
posure to electromagnetic waves with oblique incidence angle
from 6 GHz to 1 THz. Phys Med Biol 64:065016; 2019.


McIntosh RL, Anderson V. SAR versus VAR, and the size and
shape that provide the most appropriate RF exposure met-
ric in the range of 0.5–6 GHz. Bioelectromagnetics
32:312-321; 2011.


Morimoto R, Hirata A, Laakso I, Ziskin MC, Foster KR. Time
constants for temperature elevation in human models ex-
posed to dipole antennas and beams in the frequency range
from 1 to 30 GHz. Phys Med Biol 62:1676-1699; 2017.


Morimoto R, Laakso I, De Santis V, Hirata A. Relationship be-
tween peak spatial-averaged specific absorption rate and
peak temperature elevation in human head in frequency
range of 1-30 GHz. Phys Med Biol 61:5406-5425; 2016.


Nagaoka T, Niwa T, Watanabe S. Specific absorption rate in
mothers and fetuses in the second and third trimesters of
pregnancy. Int J Microwave Opt Tech 9:34-38; 2014.


Nagaoka T, Togashi T, Saito K, Takahashi M, Ito K, Watanabe S.
An anatomically realistic whole-body pregnant-woman
model and specific absorption rates for pregnant-woman
exposure to electromagnetic plane waves from 10 MHz
to 2 GHz. Phys Med Biol 52:6731-6745; 2007.


Nagaoka T, Watanabe S, Sakurai K, Kunieda E, Taki M, Yamanaka
Y. Development of realistic high-resolution whole-body voxel
models of Japanese adult males and females of average height
and weight, and application of models to radio-frequency elec-
tromagnetic-field dosimetry. Phys Med Biol 49:1-15; 2004.


Nagaoka T, Watanabe S. Development of voxel models adjusted to
ICRP reference children and their whole-body averaged SARs
for whole-body exposure to electromagnetic fields from
10 MHz to 6 GHz. IEEE Access 7:135909-135916; 2019.


Nelson DA, Curran AR, Nyberg HA, Marttila EA, Mason PA,
Ziriax JM. High-resolution simulations of the thermophy-
siological effects of human exposure to 100 MHz RF energy.
Phys Med Biol 58:1947-1968; 2013.


Oizumi T, Laakso I, Hirata A, Fujiwara O, Watanabe S, Taki M,
Kojima M, Sasaki H, Sasaki K. FDTD analysis of tempera-
ture elevation in the lens of human and rabbit models due
to near-field and far-field exposures at 2.45 GHz. Radiat Pro-
tect Dosim 155:284-291; 2013.


Razmadze A, Shoshiashvili L, Kakulia D, Zaridze R, Bit-Babik G,
Faraone A. Influence of specific absorption rate averaging
schemes on correlation between mass-averaged specific
absorption rate and temperature rise. Electromagnetics
29:77-90; 2009.


35ICNIRP GUIDELINES


www.health-physics.com



http://www.health-physics.com





Samaras T, Kalampaliki E, Sahalos JN. Influence of ther-
mophysiological parameters on the calculations of tempera-
ture rise in the head of mobile phone users. IEEE Trans
Electromag Compat 49:936-939; 2007.


Sasaki K, Mizuno M, Wake K, Watanabe S. Monte Carlo simulations
of skin exposure to electromagnetic field from 10 GHz to 1 THz.
Phys Med Biol 62:6993-7010; 2017.


Sasaki K,Wake K,Watanabe S. Measurement of the dielectric proper-
ties of the epidermis and dermis at frequencies from 0.5 GHz to
110 GHz. Phys Med Biol 59:4739; 2014.


Taguchi K, Laakso I, Aga K, Hirata A, Diao Y, Chakarothai J,
Kashiwa T. Relationship of external field strength with
local and whole-body averaged specific absorption rates
in anatomical human models. IEEE Access 6:70186-
70196; 2018.


Takei R, Nagaoka T, Nishino K, Saito K, Watanabe S, Takahashi
M. Specific absorption rate and temperature increase in preg-
nant women at 13, 18, and 26 weeks of gestation due to elec-
tromagnetic wave radiation from a smartphone. IEICE Comm
Exp: 2018XBL0026; 7(6):212-217; 2018.


Tateno A, Akimoto S, Nagaoka T, Saito K,Watanabe S, Takahashi
M, Ito K. Specific absorption rates and temperature eleva-
tions due to wireless radio terminals in proximity to a fetus
at gestational ages of 13, 18, and 26 weeks. IEICE Trans
Comm 97:2175-2183; 2014.


Uusitupa T, Laakso I, Ilvonen S, Nikoskinen K. SAR variation
study from 300 to 5000 MHz for 15 voxel models including
different postures. Phys Med Biol 55:1157-1176; 2010.


Van Leeuwen GM, Lagendijk JJ, Van Leersum BJ, Zwamborn AP,
Hornsleth SN, Kotte AN. Calculation of change in brain tem-
peratures due to exposure to a mobile phone. Phys Med Biol
44:2367-2379; 1999.


Vermeeren G, Joseph W, Olivier C, Martens L. Statistical multi-
path exposure of a human in a realistic electromagnetic envi-
ronment. Health Phys 94:345-354; 2008.


Wainwright P. Computational modeling of temperature rises
in the eye in the near field of radiofrequency sources
at 380, 900 and 1800 MHz. Phys Med Biol 52:3335-
3350; 2007.


Wang J, Fujiwara O. FDTD computation of temperature rise in the
human head for portable telephones. IEEE Trans Microwave
Theory Tech 47:1528-1534; 1999.


Ziskin MC, Morrissey J. Thermal thresholds for teratogenicity,
reproduction, and development. Int J Hypertherm 27:374-
387; 2011.


APPENDIX B: HEALTH RISK ASSESSMENT
LITERATURE
Introduction


The World Health Organization (WHO) has under-
taken an in-depth review of the literature on radiofrequency
electromagnetic fields (EMFs) and health, which was re-
leased as a Public Consultation Environmental Health
Criteria Document in 2014. This independent review is


the most comprehensive and thorough appraisal of the adverse
effects of radiofrequency EMFs on health. Further, the Scien-
tific Committee on Emerging and Newly Identified Health
Risks (SCENIHR), a European Commission initiative, also
produced a report on potential health effects of exposure to
electromagnetic fields (SCENIHR 2015), and the Swedish
Radiation Safety Authority (SSM) have produced several in-
ternational reports regarding this issue (SSM 2015, 2016,
2018). Accordingly, the present guidelines have used these lit-
erature reviews as the basis for the health risk assessment asso-
ciated with exposure to radiofrequency EMFs rather than
providing another review of the individual studies. However,
for completeness, ICNIRP considered more recent research
published after the reviews from WHO, SCENIHR and
SSM in the development of the current guidelines (cut-off date
September 1st, 2019). The discussion of ICNIRP’s appraisal of
the radiofrequency health literature below provides a brief
overview of the literature, a limited number of examples to
help explain the overview, and the conclusions reached by
ICNIRP.


The summary of the research on biological and health
effects of radiofrequency EMFs presented below considers
effects on body systems, processes or specific diseases. This
research feeds into the determination of thresholds for ad-
verse human health effects. Research domains considered
are experimental tests on cells, animals and humans, and
human observational studies assessing relationships be-
tween radiofrequency EMFs and a range of potentially
health-related outcomes. The experimental studies have
the advantages of being able to control a large number of
potential confounders and to manipulate radiofrequency
EMF exposure. However, they are also limited in terms of
making comparisons to realistic exposure environments,
employing exposure durations sufficient to assess many dis-
ease processes, and, in the case of in vitro and animal re-
search, relating the results to humans can also be difficult.
Epidemiological research more closely relates to actual
health within the community, but it is mostly observational
and, thus, depending on the type of studies, various types of
error and bias are of concern. These include confounding,
selection bias, information bias, reverse causality, and expo-
suremisclassification; in general, prospective cohort studies
are least affected by bias but large sample sizes are needed for
rare diseases. Therefore, it is important to consider research
across a range of study types in order to arrive at useful con-
clusions concerning the relation between radiofrequency
EMF exposure and adverse health effects.


It is important to note that ICNIRP bases its guidelines
on substantiated8 adverse health effects. This makes the dif-
ference between a biological and an adverse health effect an


8


Further details concerning the term substantiated can be found in the main
guidelines document.
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important distinction, where only adverse health effects re-
quire restrictions for the protection of humans. Research
on the health effects of radiofrequency EMFs has tended
to concentrate on a few areas of particular interest and con-
cern, with some other areas receiving little or no attention.
There is not sufficient research addressing potential rela-
tions between radiofrequency EMFs and the skeletal, mus-
cular, respiratory, digestive, and excretory systems, and so
these are not considered further. This review considers the
potential for different types of radiofrequency EMF expo-
sure to adversely affect health, including sinusoidal (e.g.,
continuous wave) and non-sinusoidal (e.g., pulsed) EMFs,
and both acute and chronic exposures.


BRAIN PHYSIOLOGYAND FUNCTION


Brain Electrical Activity and Cognitive Performance
Human research addressing higher cognitive function


has primarily been conducted within the ICNIRP (1998) basic
restriction values. This has mainly been assessed via perfor-
mance measures and derivations of the electroencephalogram
(EEG) and cerebral blood flow (CBF) measures (sensitive
measures of brain electrical activity and blood flow/metabolism,
respectively). Most double-blind human experimental
studies on cognitive performance, CBFor event-related poten-
tial (a derivative of the EEG) measures of cognitive function,
did not report an association with radiofrequency EMF expo-
sure. A number of sporadic findings have been reported, but
these do not show a consistent or meaningful pattern. This
may be a result of the large number of statistical comparisons
and occasional chance findings. There are therefore no sub-
stantiated reports of radiofrequency EMFs adversely affecting
performance, CBF, or event-related potential measures of cog-
nitive function. Studies analyzing frequency components of
the EEG have reliably shown that the 8–13 Hz alpha band in
waking EEG and the 10–14 Hz “sleep spindle” frequency
range in sleep EEG, are affected by radiofrequency EMF ex-
posure with specific energy absorption rates (SAR) <2 W
kg−1, but there is no evidence that these relate to adverse health
effects (e.g., Loughran et al. 2012).


Both rodents and non-human primates have shown a
decrease in food-reinforced memory performance with ex-
posures to radiofrequency EMFs at a whole-body average
SAR >5 W kg−1 for rats, and a whole-body average SAR
>4W kg−1 for non-human primates, exposures which corre-
spond to increases in body core temperatures of approxi-
mately 1°C. However, there is no indication that these
changes were due to reduced cognitive ability, rather than
the normal temperature-induced reduction of motivation
(hunger). Such changes in motivation are considered nor-
mal and reversible thermoregulatory responses, and do not
in themselves represent adverse health effects. Similarly, al-
though not considered an adverse health effect, behavioral
changes to reduce body temperature have also been


observed in non-human primates at whole-body average
SARs of 1 W kg−1, with the threshold the same for acute,
repeated exposures and for long-term exposures.


There is limited epidemiological research on higher cog-
nitive function. There have been reports of subtle changes to
performance measures with radiofrequency EMFs, but
findings have been contradictory, as there is no evidence
that the reported changes are related to radiofrequency
EMFexposure and alternative explanations for observed ef-
fects are plausible.


In summary, there is no substantiated experimental or
epidemiological evidence that exposure to radiofrequency
EMFs affects higher cognitive functions relevant to health.


Symptoms and Wellbeing
There is research addressing the potential for radiofre-


quency EMFs to influence mood, behavior characteristics,
and symptoms.


A number of human experimental studies testing for
acute changes to wellbeing or symptoms are available, and
these have failed to identify any substantiated effects of expo-
sure. A small portion of the population attributes non-specific
symptoms to various types of radiofrequency EMF exposure;
this is referred to as Idiopathic Environmental Intolerance at-
tributed to EMF (IEI-EMF). Double-blind experimental stud-
ies have consistently failed to identify a relation between
radiofrequency EMF exposure and such symptoms in the
IEI-EMF population, as well as in healthy population samples.
These experimental studies provide evidence that “belief about
exposure” (e.g., the so-called “nocebo” effect), and not expo-
sure itself, is the relevant symptom determinant (e.g., Eltiti
et al. 2018; Verrender et al. 2018).


Epidemiological research has addressed potential long-
term effects of radiofrequency EMF exposure from fixed-
site transmitters and devices used close to the body on both
symptoms and well-being, but with a few exceptions these
are cross-sectional studies with self-reported information
about symptoms and exposure. Selection bias, reporting
bias, poor exposure assessment, and nocebo effects are of
concern in these studies. In studies on transmitters, no con-
sistent associations between exposure and symptoms or
well-being have been observed when objective measure-
ments of exposure were made or when exposure informa-
tion was collected prospectively. In studies on mobile
phone use, associations with symptoms and problematic
behavior have been observed. However, these studies
can generally not differentiate between potential effects
from radiofrequency EMF exposure and other conse-
quences of mobile phone use, such as sleep deprivation
when using the mobile phone at night. Overall, the epide-
miological research does not provide evidence of a causal
effect of radiofrequency EMF exposure on symptoms or
well-being.
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However, there is evidence that radiofrequency EMFs,
at sufficiently high levels, can cause pain. Walters et al.
(2000) reported a pain threshold of 12.5 kW m−2 for 94
GHz, 3-s exposure to the back, which raised temperature
from 34°C to 43.9°C (at a rate of 3.3°C per second). This
absolute temperature threshold is consistent with Torbjork
et al. (1984), who observed a median threshold for pain at
43°C, which was in compliance with simultaneously mea-
sured response thresholds of nociceptors (41°C and 43°C).


Another instance of pain induced by radiofrequency
EMFs is due to indirect exposure via contact currents, where
radiofrequency EMFs in the environment are redirected via a
conducting object to a person, and the resultant current flow,
dependent on frequency, can stimulate nerves, cause pain,
and/or damage tissue. Induced current thresholds resulting
from contact currents are very difficult to determine, with
the best estimates of thresholds for health effects being
for pain, which is approximately 10 and 20 mA for chil-
dren and adults, respectively (extrapolated from Chatterjee
et al. 1986).


In summary, no reports of adverse effects of radiofre-
quency EMF exposures on symptoms and wellbeing have
been substantiated, except for pain, which is related to ele-
vated temperature at high exposure levels (from both direct
and indirect radiofrequency EMF exposure). Thresholds for
direct effects on pain are in the vicinity of 12.5 kW m−2 for
94 GHz exposures to the back, which is consistent with
thermal physiology knowledge. Thresholds for indirect ef-
fects (contact currents) are within the vicinity of 10 and 20
mA, for EMFs between 100 kHz and 110MHz, for children
and adults respectively.


Other Brain Physiology and Related Functions
A number of studies of potential adverse effects of ra-


diofrequency EMFs on physiological functions that could
adversely affect health have been conducted, primarily
using in vitro techniques. These have included multiple cell
lines and assessed functions such as intra- and intercellular
signaling, membrane ion channel currents and input resis-
tance, Ca2+ dynamics, signal transduction pathways, cytokine
expression, biomarkers of neurodegeneration, heat shock pro-
teins, and oxidative stress-related processes. There have been
some reports of morphological changes to cells, but these have
not been verified, and their relevance to health has also not
been demonstrated. There have also been reports of radio-
frequency EMFs inducing leakage of albumin across the
blood-brain barrier in rats (e.g., Nittby et al., 2009), but
due to methodological limitations of the studies and failed
attempts to independently verify the results, there remains
no evidence of an effect. Some studies also tested for effects
of co-exposure of radiofrequency EMFs with known toxins,
but there is currently no demonstration that this affects the
above conclusions.


Intense pulsed low frequency electric fields (with radio-
frequency components) can cause cell membranes to become
permeable, allowing exchange of intra- and extra-cellular
materials (Joshi and Schoenbach 2010); this is referred to
as electroporation. Exposure to an unmodulated 18 GHz
field has also been reported to cause a similar effect (Nguyen
et al. 2017). Both exposures require very high field strengths
[e.g., 10 kVm−1 (peak) in tissue in the case of low frequency
electric fields, and 5 kW kg−1 at 18 GHz]. These levels have
not been shown to adversely affect health in realistic expo-
sure scenarios in humans and, given their very high thresh-
olds, are protected against by restrictions based on effects
with lower thresholds. Accordingly, electroporation is not
discussed further.


In summary, there is no evidence of effects of radiofre-
quency EMFs on physiological processes that impair hu-
man health.


AUDITORY, VESTIBULAR, AND OCULAR
FUNCTION


A number of animal and some human studies have
tested for potential effects of radiofrequency EMFs on func-
tion and pathology of the auditory, vestibular, and ocular
systems.


Sub-millisecond pulses of radiofrequency EMF can
result in audible sound. Specifically, within the 200–3000
MHz EMF range, microwave hearing can result from brief
(approximately 35-100 ms) radiofrequency pulses to the
head, which cause thermoelastic expansion that is detected
by sensory cells in the cochlea via the same processes in-
volved in normal hearing. This phenomenon is perceived
as a brief low-level noise, often described as a “click” or
“buzzing.” For example, Röschmann (1991) applied 10-
and 20-ms pulses at 2.45 GHz that caused a specific energy
absorption (SA) of 4.5 mJ kg−1 per pulse, andwhich was es-
timated to result in a temperature rise of approximately
0.00001°C per pulse. These pulses were barely audible,
suggesting that this corresponded to a sound at the hearing
threshold. Although higher intensity SA pulses may result
in more pronounced effects, there is no evidence that micro-
wave hearing in any realistic exposure scenarios can affect
health, and so the present Guidelines do not provide a re-
striction to specifically account for microwave hearing.


Experimental and observational studies have also
been conducted to test for adverse effects of EMF exposure
frommobile phones. A few studies have investigated effects
on auditory function and cellular structure in animal
models. However, these results are inconsistent.


Beyond the behavioral and electrophysiological indi-
ces of sensory processing described above, a number of
studies have tested for acute effects of radiofrequency
EMF exposure on auditory, vestibular and ocular function-
ing in humans. These have largely been conducted using
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mobile phone-like signals at exposure levels below the
ICNIRP (1998) basic restriction levels. Although there are
some reports of effects, the results are highly variable with
the larger and more methodologically rigorous studies fail-
ing to find such effects.


There is very little epidemiological research address-
ing sensory effects of devices that emit radiofrequency
EMFs. The available research has focused on mobile phone
use and does not provide evidence that this is associated
with increased risk of tinnitus, hearing impairment, or ves-
tibular or ocular function.


Animal studies have also reported that the heating that
results from radiofrequency EMF exposure may lead to the
formation of cataracts in rabbits. In order for this to occur,
very high local SAR levels (100–140 W kg−1) at low fre-
quencies (< 6 GHz) are needed with temperature increases
of several °C maintained for several hours. However, the
rabbit model is more susceptible to cataract formation than
in primates (with primates more relevant to human health),
and cataracts have not been found in primates exposed to ra-
diofrequency fields. No substantiated effects on other deep
structures of the eye have been found (e.g., retina or iris).
However, rabbits can be a good model for damage to super-
ficial structures of the eye (e.g., the cornea) at higher fre-
quencies (30–300 GHz). The baseline temperature of the
cornea is relatively low compared with the posterior portion
of the eye, and so very high exposure levels are required to
cause harm superficially. For example, Kojima et al. (2018)
reported that adverse health effects to the cornea can occur
at incident power densities higher than 1.4 kW m−2 across
frequencies from 40 to 95 GHz; no effects were found be-
low 500 W m−2. The authors concluded that the blink rates
in humans (ranging from once every 3 to 10 s, as opposed to
once every 5 to 20 min in rabbits) would preclude such ef-
fects in humans.


In summary, no reported effects on auditory, vestibu-
lar, or ocular function or pathology relevant to human health
have been substantiated. Some evidence of superficial eye
damage has been shown in rabbits at exposures of at least
1.4 kW m−2, although the relevance of this to humans has
not been demonstrated.


NEUROENDOCRINE SYSTEM
A small number of human studies have tested whether


indices of endocrine system function are affected by ra-
diofrequency EMF exposure. Several hormones, includ-
ing melatonin, growth hormone, luteinizing hormone,
cortisol, epinephrine, and norepinephrine have been assessed,
but no consistent evidence of effects of exposure has been
observed.


In animal studies, substantiated changes have only
been reported from acute exposures with whole-body SARs
in the order of 4 W kg−1, which result in core temperature


rises of 1°C or more. However, there is no evidence that this
corresponds to an impact on health. Although there have
been a few studies reporting field-dependent changes in
some neuroendocrine measures, these have also not been
substantiated. The literature, as awhole, reports that repeated,
daily exposure to mobile phone signals does not impact on
plasma levels of melatonin or on melatonin metabolism,
oestrogen or testosterone, or on corticosterone or adrenocor-
ticotropin in rodents under a variety of conditions.


Epidemiological studies on potential effects of exposure
to radiofrequency EMFs on melatonin levels have reported
conflicting results and suffer methodological limitations. For
other hormonal endpoints, no epidemiological studies of suffi-
cient scientific quality have been identified.


In summary, the lowest level at which an effect of radio-
frequency EMFs on the neuroendocrine system has been ob-
served is 4 W kg−1 (in rodents and primates), but there is no
evidence that this translates to humans or is relevant to human
health. No other reported effects have been substantiated.


NEURODEGENERATIVE DISEASES
No human experimental studies exist for adverse ef-


fects on neurodegenerative diseases.
Although it has been reported that exposure to pulsed


radiofrequency EMFs increased neuronal death in rats,
which could potentially contribute to an increased risk of
neurodegenerative disease, other studies have failed to con-
firm these results. Some other effects have been reported
(e.g., changes to neurotransmitter release in the cortex of
the brain, protein expression in the hippocampus, and au-
tophagy in the absence of apoptosis in neurons), but such
changes have not been shown to lead to neurodegenerative
disease. Other studies investigating effects on neurodegen-
eration are not informative due to methodological or other
shortcomings.


A Danish epidemiological cohort study has investigated
potential effects of mobile phone use on neurodegenerative
disorders and reported reduced risk estimates for Alzheimer
disease, vascular and other dementia, and Parkinson disease
(Schüz et al. 2009). These findings are likely to be the result
of reverse causation, as prodromal symptoms of the disease
may prevent persons with early symptoms to start using a
mobile phone. Results from studies on multiple sclerosis
are inconsistent, with no effect observed among men, and
a borderline increased risk in women, but with no consistent
exposure-response pattern.


In summary, no adverse effects on neurodegenerative
diseases have been substantiated.


CARDIOVASCULAR SYSTEM, AUTONOMIC
NERVOUS SYSTEM, AND THERMOREGULATION


As described above, radiofrequency EMFs can induce
heating in the body. Although humans have a very efficient
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thermoregulatory system, too much heating puts the car-
diovascular system under stress and may lead to adverse
health effects.


Numerous human studies have investigated indices of
cardiovascular, autonomic nervous system, and thermoreg-
ulatory function, including measures of heart rate and heart
rate variability, blood pressure, body, skin and finger tem-
peratures, and skin conductance. Most studies indicate that
there are no effects on endpoints regulated by the autonomic
nervous system. The relatively few reported effects of expo-
sure were small and would not have an impact on health.
The reported changes were also inconsistent and may be
due to methodological limitations or chance. With expo-
sures at higher intensities, up to awhole-body SAR of about
1 W kg−1 (Adair et al. 2001), sweating and cardiovascular
responses have been reported that are similar to that observed
under increased heat load from other sources. The body core
temperature increase was generally less than 0.2°C.


The situation is different for animal research, in that
far higher exposure levels have been used, often to the point
where thermoregulation is overwhelmed, and temperature
increases to the point where death occurs. For example, Frei
et al. (1995) exposed rats to 35 GHz fields at 13 W kg−1


whole-body exposure, which raised body core temperature by
8°C (to 45°C), resulting in death. Similarly, Jauchem and Frei
(1997) exposed rats to 350 MHz fields at 13.2 W kg−1


whole-body exposure and reported that thermal breakdown
(i.e., where the thermoregulatory system can no longer cope
with the increased body core temperature) occurred at ap-
proximately 42°C. It is difficult to relate these animal findings
directly to humans, as humans are more-efficient thermoregu-
lators than rodents. Taberski et al. (2014) reported that in
Djungarian hamsters no body core temperature elevation
was seen after whole-body exposure to 900 MHz fields at
4 W kg−1 with the only detectable effect a reduction of food
intake (which is consistent with reduced eating in humans
when body core temperature is elevated).


Few epidemiological studies on cardiovascular, auto-
nomic nervous system, or thermoregulation outcomes are
available. Those that are have not demonstrated a link be-
tween radiofrequency EMF exposure and measures of car-
diovascular health.


In summary, no effects on the cardiovascular system,
autonomic nervous system, or thermoregulation that com-
promise human health have been substantiated for exposures
with whole-body average SARs below approximately 4 W
kg−1, with harm only found in animals exposed to whole-
body average SARs substantially higher than 4 W kg−1.


IMMUNE SYSTEM AND HAEMATOLOGY
There have been inconsistent reports of transient


changes in immune function and haematology following ra-
diofrequency EMF exposures. These have primarily been


from in vitro studies, although some animal studies have also
been conducted. These reports have not been substantiated.


The few human studies that have been conducted have
not provided any evidence that radiofrequency EMFs affect
health in humans via the immune system or haematology.


FERTILITY, REPRODUCTION, AND
CHILDHOOD DEVELOPMENT


There is very little human experimental research ad-
dressing possible effects of radiofrequency EMF exposure
on reproduction and development. What is available has fo-
cused on hormones that are relevant to reproduction and de-
velopment, and as described in the Neuroendocrine System
section above, there is no evidence that they are affected by
radiofrequency EMF exposure. Other research has ad-
dressed this issue by looking at different stages of develop-
ment (for endpoints such as cognition and brain electrical
activity), in order to determine whether there may be greater
sensitivity to radiofrequency fields as a function of age.
There is currently no evidence that developmental phase is
relevant to this issue.


Numerous animal studies have shown that exposure
to radiofrequency EMFs associated with a significant tem-
perature increase can cause effects on reproduction and de-
velopment. These include increased embryo and fetal
losses, increased fetal malformations and anomalies, and
reduced fetal weight at term. Such exposures can also cause
a reduction inmale fertility.However, extensive,well-performed
studies have failed to identify developmental effects at
whole-body average SAR levels up to 4 W kg−1. In particu-
lar, a large four-generation study in mice on fertility and de-
velopment using whole-body SAR levels up to 2.34 W kg−1


found no evidence of adverse effects (Sommer et al. 2009).
Some studies have reported effects on male fertility at expo-
sure levels below this value, but these studies have had
methodological limitations and reported effects have not
been substantiated.


Epidemiological studies have investigated various as-
pects of male and female infertility and pregnancy outcomes
in relation to radiofrequency EMFexposure. Some epidemi-
ological studies reported associations between radiofre-
quency EMFs and sperm quality or male infertility, but,
taken together, the available studies do not provide evidence
for an association with radiofrequency EMF exposure as
they all suffer from limitations in study design or exposure
assessment. A few epidemiological studies are available
on maternal mobile phone use during pregnancy and po-
tential effects on child neurodevelopment. There is no sub-
stantiated evidence that radiofrequency EMF exposure
from maternal mobile phone use affects child cognitive
or psychomotor development, or causes developmental
milestone delays.
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In summary, no adverse effects of radiofrequency
EMF exposure on fertility, reproduction, or development
relevant to human health have been substantiated.


CANCER
There is a large body of literature concerning cellular


and molecular processes that are of particular relevance to
cancer. This includes studies of cell proliferation, differen-
tiation and apoptosis-related processes, proto-oncogene
expression, genotoxicity, increased oxidative stress, and
DNA strand breaks. Although there are reports of effects
of radiofrequency EMFs on a number of these endpoints,
there is no substantiated evidence of health-relevant effects
(Vijayalaxmi and Prihoda 2019).


A few animal studies on the effect of radiofrequency
EMF exposure on carcinogenesis have reported positive ef-
fects, but, in general, these studies either have shortcomings
in methodology or dosimetry, or the results have not been
verified in independent studies. Indeed, the great majority
of studies have reported a lack of carcinogenic effects in a
variety of animal models. A replication of a study in which
exposure to radiofrequency EMFs increased the incidence
of liver and lung tumors in an animal model with prenatal
exposure to the carcinogen ENU (ethylnitrosourea) indi-
cates a possible promoting effect (Lerchl et al. 2015;
Tillmann et al. 2010). The lack of a dose-response relation-
ship, as well as the use of an untested mouse model for liver
and lung tumors whose relevance to humans is uncertain
(Nesslany et al. 2015), makes interpretation of these results
and their applicability to human health difficult, and, there-
fore, there is a need for further research to better understand
these results.


Two recent animal studies investigating the carcino-
genic potential of long-term exposure to radiofrequency
EMFs associated with mobile phones and mobile phone
base stations have also been released: one by the U.S. Na-
tional Toxicology Program (NTP 2018a and b) and the other
from the Ramazzini Institute (Falcioni et al. 2018). Al-
though both studies used large numbers of animals, best
laboratory practice, and exposed animals for the whole of
their lives, they also have inconsistencies and important lim-
itations that affect the usefulness of their results for setting
exposure guidelines. Of particular importance is that the sta-
tistical methods employed were not sufficient to differenti-
ate between radiofrequency-related and chance differences
between treatment conditions; interpretation of the data is
difficult due to the high body core temperature changes that
resulted from the very high exposure levels used; and no
consistency was seen across these two studies. Thus, when
considered either in isolation (e.g., ICNIRP 2019) or within
the context of other animal and human carcinogenicity re-
search (HCN 2014, 2016), their findings do not provide ev-
idence that radiofrequency EMFs are carcinogenic.


A large number of epidemiological studies of mobile
phone use and cancer risk have also been performed. Most
have focused on brain tumors, acoustic neuroma and parotid
gland tumors, as these occur in close proximity to the typi-
cal exposure source from mobile phones (Röösli et al.
2019). However, some studies have also been conducted
on other types of tumors, such as leukaemia, lymphoma,
uveal melanoma, pituitary gland tumors, testicular cancer,
and malignant melanoma. With a few exceptions, the stud-
ies have used a case-control design and have relied on retro-
spectively collected self-reported information about mobile
phone use history. Only two cohort studies with prospective
exposure information are available. Several studies have had
follow-ups that were too short to allow assessment of a po-
tential effect of long-term exposure, and results from case-
control studies with longer follow-up are not consistent.


The large Interphone study, coordinated by the Inter-
national Association for Research on Cancer, did not pro-
vide evidence of a raised risk of brain tumors, acoustic
neuroma, or parotid gland tumors among regular mobile
phone users, and the risk estimates did not increase with
longer time since first mobile phone use (Interphone
2010, 2011). It should be noted that although somewhat el-
evated odds ratios were observed at the highest level of cu-
mulative call time for acoustic neuroma and glioma, there
were no trends observed for any of the lower cumulative call
time groups, with among the lowest risk estimates in the
penultimate exposure category. This, combined with the in-
herent recall bias of such studies, does not provide evidence
of an increased risk. Similar results were observed in a
Swedish case-control study of acoustic neuroma (Pettersson
et al. 2014). Contrary to this, a set of case-control studies
from the Hardell group in Sweden report significantly in-
creased risks of both acoustic neuroma and malignant brain
tumors already after less than five years since the start of
mobile phone use, and at quite low levels of cumulative call
time. However, they are not consistent with trends in brain
cancer incidence rates from a large number of countries or
regions, which have not found any increase in the incidence
since mobile phones were introduced.


Furthermore, no cohort studies (which unlike case-
control studies are not affected by recall or selection bias)
report a higher risk of glioma, meningioma, or acoustic neu-
roma among mobile phone subscribers or when estimating
mobile phone use through prospectively collected question-
naires. Studies of other types of tumors have also not pro-
vided evidence of an increased tumor risk in relation to
mobile phone use. Only one study is available on mobile
phone use in children and brain tumor risk (Aydin et al.
2011). No increased risk of brain tumors was observed.


Studies of exposure to environmental radiofrequency
EMFs, for example from radio and television transmitters,
have not provided evidence of an increased cancer risk either
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in children or in adults. Studies of cancer in relation to occupa-
tional radiofrequency EMF exposure have suffered substantial
methodological limitations and do not provide sufficient infor-
mation for the assessment of carcinogenicity of radiofrequency
EMFs. Taken together, the epidemiological studies do not pro-
vide evidence of a carcinogenic effect of radiofrequency EMF
exposure at levels encountered in the general population.


In summary, no effects of radiofrequency EMFs on the
induction or development of cancer have been substantiated.


SUMMARY
The only substantiated adverse health effects caused


by exposure to radiofrequency EMFs are nerve stimulation,
changes in the permeability of cell membranes, and effects
due to temperature elevation. There is no evidence of ad-
verse health effects at exposure levels below the restriction
levels in the ICNIRP (1998) guidelines and no evidence of
an interaction mechanism that would predict that adverse
health effects could occur due to radiofrequency EMFexpo-
sure below those restriction levels.
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Differences between the ICNIRP (2020) and previous guidelines

1. Preface

The International Commission on Non-Ionizing Radiation Protection (ICNIRP) has published its 2020 Guidelines for Limiting Exposure to Electromagnetic Fields (100 kHz to 300 GHz). This updates the radiofrequency electromagnetic field (RF EMF) part of the ICNIRP 1998 guidelines, and the 100 kHz to 10 MHz part of the ICNIRP (2010) low frequency guidelines. There have been a number of requests for ICNIRP to explain the differences between ICNIRP (2020) and those previous guidelines; this is the purpose of the present document. However, as the aim is to help people understand the main differences, rather than to provide a precise explication of the various guidelines, this document should not be read as an alternate to the ICNIRP (2020) guidelines. Accordingly, should there be real or apparent inconsistencies between ICNIRP (2020) and the present document, ICNIRP (2020) must be taken as the only document relevant to the RF guidelines.

The ICNIRP (2020) and previous guidelines can be compared in terms of the overall approach of the protection systems, as well as in terms of the restrictions themselves. The overall approach includes such issues as the scope, types of adverse health effects considered, degree of transparency built into the protection system, quantities used to set the restrictions, and the way that restrictions are determined in order to provide protection. Conversely, the restrictions are the result of this overall approach – they are a set of RF EMF values that should not be exceeded in order to ensure protection from adverse health effects. The overall approach and the restrictions themselves are considered separately.



2. Comparing the overall approach of the protection systems

2.1. Transparency

An important feature of the ICNIRP (2020) guidelines is that it has increased the level of transparency of the overall approach and resultant restrictions. This has been made possible by the great wealth of scientific research that has been conducted since the previous guidelines, with the result being that it is now possible to see the decisions made at each step of the restriction derivations. This in turn enabled ICNIRP to engage meaningfully with the scientific and lay communities to improve both minor and substantive issues in earlier drafts via its public consultation process, and provided the detail needed to enable the guidelines to be evaluated against future scientific developments. This cannot completely remove the role of expert judgement in some stages of the restriction derivation process (such as whether to conclude that an adverse health effect has been demonstrated), but the determination itself is specified, and if subsequent research shows that the decision is incorrect, then the ramifications for the exposure restrictions can be easily identified and dealt with.



2.2. Scope

The scope of both guidelines is very similar, providing protection against all adverse health effects, regardless of whether they are due to acute or chronic exposures, regardless of age or health status, and regardless of the biophysical mechanism responsible for the effect. Exposure scenarios are also very similar in the two guidelines. Further clarification of the scope has been provided in ICNIRP (2020) to remove potential ambiguities. For example, it now specifically states that cosmetic procedures are within the scope (unless being conducted under appropriate medical supervision), and that ‘carers and comforters’ of those receiving medical treatment are outside the scope (with the cost-benefit assessment for them to be conducted similar to that of the person receiving treatment, by the appropriately trained medical practitioner).



2.3. Operational adverse health effect thresholds

The previous guidelines were based on adverse health effects that had been shown to be caused by RF EMF exposure. ICNIRP (2020) used the same approach, and indeed there is now a substantial body of literature that has confirmed that RF EMF exposure within the ICNIRP (1998) restrictions does not cause adverse health effects. However, the body of scientific information has not increased greatly in terms of exposures much higher than the ICNIRP (1998) restrictions, particularly in terms of thermal effects, making it difficult to determine thresholds for adverse health effects (i.e. the lowest RF EMF level that will cause an adverse health effect). Given this situation, and given that there is a strong body of literature concerning the effect of heating on health from other sources, ICNIRP (2020) has used this thermal physiology knowledge to supplement that of the RF EMF literature.



2.4. Classification of the fetus

ICNIRP (1998) and ICNIRP (2010) did not differentiate between pregnant and non-pregnant workers in terms of its occupational exposure restrictions, which may result in the fetus being exposed above the more conservative general public restrictions. Although there is no evidence showing that occupational exposure of the fetus would result in adverse health effects, as a conservative measure, ICNIRP (2020) treats the fetus as a member of the general public and therefore subject to the general public restrictions. Accordingly, to ensure that fetal exposure does not exceed the exposure restrictions for the general public, ICNIRP (2020) specifies that a pregnant worker is subject to the general public restrictions.



2.5. Types of changes to the restrictions

There are a range of improvements to the ICNIRP (2020) restrictions, including the addition of new restrictions, amendments to old restrictions, and the removal of some restrictions. These changes are described separately in Section 3 below. However, as a general explanation: additional restrictions were introduced to account for situations whereby the ICNIRP (1998) restrictions would not adequately account for new technological developments, such as aspects of 5G technologies; amendments to existing restrictions were made to improve precision based on scientific advances since 1998, such as more accurate knowledge concerning the relation between spatial averaging of exposure and temperature rise; and restrictions were removed in situations where it has become clear that a particular restriction was not needed to provide protection against adverse health effects.



2.6. What the changes to the restrictions mean for health protection 

It is important to note that the main restrictions specified in the previous ICNIRP guidelines provide protection against adverse health effects from exposure arising from RF EMF-emitting technologies as currently used. Accordingly, the main ICNIRP (1998) restrictions currently remain protective, and have been mostly retained in the new guidelines.

Minor changes that have been made to improve the precision of the restrictions have resulted in more-conservative restrictions, but as the differences are small relative to the strongly conservative restrictions themselves, these changes will not make an appreciable difference to health protection against exposure from current RF EMF-emitting devices.

However, there are two new restrictions in ICNIRP (2020) that have the potential to further strengthen health protection. The first relates to the development of technologies that utilise EMF frequencies >6 GHz, such as 5G, with new restrictions to better protect against excessive temperature rise in the body. The second relates to brief RF EMF exposures (<6 minutes), to ensure that transient temperature rise is not sufficient to cause pain or adversely affect tissue – although ICNIRP (1998) had a restriction for brief (circa 50 ms) pulsed RF EMF to the head, the present guidelines provide protection for exposure durations up to 6 minutes and over the whole body. ICNIRP is not aware of any situations where exposure compliant with the 1998 guidelines has resulted in transient temperature rises that has adversely affected health, but this new restriction will ensure that new or future technological uses will also not adversely affect health.



3. Technical changes to the basic restrictions

3.1. Whole body average exposure restrictions

The whole-body exposure restriction in ICNIRP (1998) was set in terms of the quantity ‘SAR’ (Specific energy Absorption Rate). This is also the case for ICNIRP (2020). However, whereas this restriction only applied up to 10 GHz in ICNIRP (1998), it is applicable across the entire 100 kHz to 300 GHz range in ICNIRP (2020). This will ensure that exposures from new technologies do not lead to excessive temperature rise deep in the body. The averaging time for this restriction has also been changed from 6 minutes in ICNIRP (1998) to 30 minutes in ICNIRP (2020), to better match the time taken for body core temperature to rise. The basic restriction values themselves have not changed, as research has now shown that they were even more conservative than was originally thought.



3.2. Changes to the ‘transition frequency’ for local exposure

Local RF EMF restrictions use different exposure quantities for different RF EMF frequencies. In ICNIRP (1998) SAR was used up to 10 GHz, and ‘power density’ was used above 10 GHz; the frequency at which the quantity changes, is referred to as the ‘transition frequency’. Different quantities are used because SAR may underestimate superficial exposure at higher frequencies, whereas power density may underestimate deeper exposures at lower frequencies. Although there is no ideal transition frequency, ICNIRP (2020) has taken a pragmatic approach and reduced the transition frequency from 10 GHz to 6 GHz because it provides the most accurate account of exposure overall.



3.3. Local, 6-minute average, exposure restrictions up to the transition frequency (≤6 GHz)

Both guidelines use the same 6-minute averaged SAR basic restriction values to protect against excessive local temperature rise. However, whereas ICNIRP (1998) required SAR to be averaged over a 10-g contiguous tissue region, ICNIRP (2020) requires it to be averaged over a 10-g cubic region. The change in spatial averaging is to provide a better approximation of temperature rise.

As with ICNIRP (1998), ICNIRP (2020) provides different exposure limits for different body regions for frequencies below the transition region. However, there are subtle differences in how these body regions are defined. From a practical compliance perspective, the main difference is that the pinna is treated as being similar to other superficial tissue (such as the skin), rather than treating it as tissue requiring more stringent limitation, such as the brain. This is taken into account when setting the exposure restrictions for the Head and Torso, and the Limbs in order to simplify the exposure assessment: detail of the exposed tissue type does not need to be considered, only whether the exposure is of the Head and Torso, or of the Limbs.



3.4. Local, 6-minute average, exposure restrictions above the transition frequency (>6 GHz)

There are a few changes in the protection system for local exposure above 6 GHz.

First, whereas ICNIRP (1998) used the quantity ‘incident power density’, ICNIRP (2020) uses ‘absorbed power density’. This is because the latter is a measure of exposure of the body, and thus satisfies the intent of a ‘basic restriction’, whereas the former is not a measure of exposure of the body because up to 50% of incident power density is reflected away from the body.

Second, whereas ICNIRP (1998) averaged over a 20-cm2 region, ICNIRP (2020) requires averaging over a 4-cm2 region (and in some situations a 1-cm2 region). This 4-cm2 averaging area matches the face of the averaging volume (10 g) of SAR, and provides a consistent transition at 6 GHz (see Section 3.3). This change also ensures that an allowable exposure over 20-cm2 cannot be focused into a small region and increase temperature excessively. For example, for a restriction based on a 20-cm2 averaging area, a homogeneous exposure over a 4-cm2 region can be 5 times higher than if averaged over the entire 20-cm2 region.

Third, to account for highly focused beams that may occur above 30 GHz, ICNIRP (2020) has also incorporated a 1-cm2 restriction for frequencies >30 GHz; although the degree of focus increases continuously with frequency, equivalent restrictions are not set below 30 GHz because the beams are not ‘sufficiently’ focused to cause harm there. Note that the second and third point are particularly relevant for ensuring safety with future technologies, such as 5G.

Fourth, whereas ICNIRP (1998) reduced the averaging time with increasing frequency, this method is not used in ICNIRP (2020) because it provides a poorer prediction of temperature rise than is provided by the additional ‘brief exposure restriction’ that has been introduced in ICNIRP (2020); described in Section 3.5.

Fifth, the value of the basic restriction for EMFs >6 GHz (now the absorbed instead of the incident power density) has been set to provide equivalent maximum exposures in the body above and below 6 GHz. This results in a higher numerical basic restriction value for EMFs >6 GHz than in ICNIRP (1998). However, due to the use of a 4-cm2 averaging area in the present guidelines (see Point 2 above), as opposed to 20-cm2 in ICNIRP (1998), the peak exposure in the body for EMFs >6 GHz is now lower than was the case in the ICNIRP (1998) guidelines.



3.5. Restrictions for brief (<6-minute), local exposures

Brief, intense RF EMF exposures can raise local tissue temperature excessively, even if the average power over 6 minutes does not exceed the 6-minute average restrictions. This is particularly relevant for frequencies above 30 GHz, but it can also occur down to 400 MHz. Accordingly, ICNIRP (2020) provides additional restrictions to ensure that exposures over brief intervals do not result in excessive temperature rises. These restrictions are set as a function of exposure duration, and are applicable to both continuous (e.g. sinusoidal) and discontinuous (e.g. pulsed) RF EMF. As excessive temperature rise cannot occur in this manner below 400 MHz, these restrictions have only been implemented for EMF frequencies above 400 MHz.

From >400 MHz to 6 GHz, this restriction is given in terms of specific energy absorption (SA), and above 6 GHz it is given in terms of absorbed energy density (Uab). These restrictions will ensure that new and future technologies utilising higher RF EMF frequencies, such as 5G, will not result in excessive temperature rise due to brief exposures.



3.6. Microwave hearing effect

Sub-millisecond pulses of RF EMF can result in audible sound. This occurs due to thermo-elastic tissue expansion resulting from very small (circa 0.00001°C) temperature rises, which is detected by sensory cells in the cochlea via the same processes involved in normal hearing. ICNIRP (1998) set a restriction to avoid the possibility of this auditory phenomenon. However, as this represents a sensory phenomenon, with no evidence that it would adversely affect health, this restriction is not used in the ICNIRP (2020) guidelines. Note that the brief exposure restrictions, described in Section 3.5 above, will protect against RF EMF pulses that are sufficiently intense to adversely affect health.



3.7. Nerve stimulation restrictions (100 kHz to 10 MHz)

ICNIRP (2020) has not re-evaluated the ICNIRP (2010) basic restrictions that were designed to protect against nerve stimulation. These occur within the 100 kHz to 10 MHz range, where both nerve stimulation and heating effects can be present. Instead, the ICNIRP (2010) basic restrictions for nerve stimulation have been added to the ICNIRP (2020) basic restrictions for all other potential adverse health effects, to provide a complete set of basic restrictions that covers the entire 100 kHz to 300 GHz EMF frequency range. As the ICNIRP (2010) guidelines have already updated the ICNIRP (1998) nerve stimulation-related basic restrictions from 100 kHz to 10 MHz, it follows that the ICNIRP (2020) guidelines also differ from ICNIRP (1998) in this respect.



4. Technical changes to the reference levels

4.1. Additional reference levels

ICNIRP (1998) provided reference levels for continuous whole-body exposures. This is relevant, for example, when assessing compliance in the community related to RF EMF emissions from devices such as mobile phone base stations. However, those reference levels did not cover all of the types of basic restriction. ICNIRP (2020) provides reference levels corresponding to all the basic restrictions. This allows a simpler means of assessing compliance with all the basic restrictions. However, note that due to complexities relating to the near- and far-field distinctions, there will still be situations where it is not possible to use reference levels; these situations are specified in the guidelines.



4.2. Removal of reference levels

ICNIRP (1998) included whole-body reference levels, specified in terms of E-field, H-field and power density, above 10 GHz. However, as E-field and H-field values do not always provide a good estimate of the basic restriction values above approximately 2 GHz, E-field and H-field values are not used in ICNIRP (2020) for whole body reference levels above 2 GHz.

ICNIRP (1998) included reference levels for contact currents. Contact currents occur when a conducting object redirects RF EMFs to a person through physical contact, which can increase the SAR in tissue above the basic restrictions. Accordingly, it can be useful to have a reference level to avoid exceeding the basic restrictions due to contact currents. As described in ICNIRP (2020), it is not possible to provide such a reference level due to the need to account for a variety of parameters that cannot be routinely specified in advance. Because of this, ICNIRP (2020) no longer provides contact current reference levels. Instead of reference levels, ‘guidance’ has been provided to help inform those responsible for occupational RF EMF exposures, to assist them in ensuring that this hazard is understood, and accounted for in an appropriate health and safety program.



4.3. Greater specification of compliance rules

ICNIRP (1998) specified reference levels primarily for electromagnetic fields within the far-field zone, but also allowed those reference levels to be used in the near-field zone. However, particularly with the introduction of additional reference levels to match each of the basic restrictions, there are complexities involved with measuring the EMFs within the near-field zones. Accordingly, reference levels have been specified with different requirements for EMFs within the far-field zone, radiative near-field zone, and reactive near-field zone. Further, the degree to which the reference levels adequately correspond to the basic restrictions is also affected by other factors that are beyond the scope of the ICNIRP (2020) guidelines. As a result, precise specification of the far-field, radiative near-field and reactive near-field zones needs to be considered ‘in conjunction with’ other important characteristics of the exposure scenario, such as antenna shape and size. Accordingly, it is now specified that input from a technical standards body is required for precise specification of near- and far-field zones so as to ensure concordance between the reference levels and basic restrictions.

It is important to note that in some exposure scenarios, EMF levels are not sufficiently informative to ensure that reference levels will correspond to the basic restrictions. In such cases, compliance with the basic restrictions is required; reference levels cannot be used to verify compliance. This is now specified clearly in ICNIRP (2020). For example, for EMFs above 2 GHz within the reactive near-field zone, such as those emanating from many mobile phone handsets and measured close to the device, reference levels cannot be used to demonstrate compliance.



4.4. Differences in reference level values

As described above, ICNIRP (2020) has introduced a range of new reference level categories, and so these provide reference level values that were not in ICNIRP (1998). These are not discussed further.

For ICNIRP (1998) there was limited research available below 30 MHz for ICNIRP (1998) to specify the reference levels. Accordingly, reference levels were set very conservatively. The ICNIRP (2010) low frequency guidelines, which included reference levels for EMF frequencies up to 10 MHz, reduced the electric and increased the magnetic field reference levels from 100 kHz to 10 MHz, relative to ICNIRP (1998). These changes were based on relatively weak science, and in the case of the electric field, were operationally very limiting. However, research has now better determined the relations between basic restrictions and both the electric and magnetic field reference levels, and ICNIRP (2020) has updated these reference levels to incorporate our improved knowledge. This does not affect the basic restrictions, but as we now know that higher reference level values are needed to reach the basic restrictions, the reference levels have been increased accordingly. The result of this is that in the frequency range of 100 kHz to 30 MHz, E-field and H-field reference levels are higher in ICNIRP (2020) than in ICNIRP (1998). Further, whereas the E- and H-field reference levels increased with reducing frequency from 20 MHz in ICNIRP (1998), research has shown that to match the whole-body basic restrictions, this increase should start at 30 MHz. ICNIRP (2020) thus has a monotonous increase in both the E- and H-field reference level values with decreasing frequency, that begins at 30 MHz. These differences can be seen in Figure 1.

As can also be seen in Figure 1, there are no differences between the ICNIRP (1998) and ICNIRP (2020) whole body average reference level values above 30 MHz. However, as the rules for applying the reference levels differ between the two guidelines, the same reference level values will result in different magnitudes of exposure to a person. That is, ICNIRP (1998) did not specify separate reference level values for exposures in the far- and near-field zones, but instead allowed the far-field zone reference level values to be used for fields within the near-field zone. New scientific knowledge allowed rules to be set in ICNIRP (2020) for the application of reference levels in the near- and far-field separately. This will ensure that exposures within the near-field zone will not result in over-exposure. In addition, although ICNIRP (1998) allowed E-field and H-field to be used for whole-body average reference levels across the entire 100 kHz to 300 GHz frequency range, this method can potentially result in inaccuracies for frequencies above about 2 GHz within the near-field zone and so is not permitted within the new guidelines; measures of power density must be used instead.
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Figure 1. Whole body average reference levels for the general public for the ICNIRP (1998), ICNIRP (2010) and ICNIRP (2020) guidelines, for the 100 kHz to 300 GHz frequency range. Note that the units of the two y-axes (i.e. electric field and power density) are independent of each other.
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Figure 2. Reference levels for the general public applying to local exposures ≥6 min for the ICNIRP (2020) guidelines, for the 100 kHz to 300 GHz frequency range. Local exposure reference levels were not given in the ICNIRP (1998) and ICNIRP (2010) guidelines. Note that the units of the two y-axes (i.e. electric field and power density) are independent of each other.

[image: Figure 3]

Figure 3. Whole body average reference levels for workers for the ICNIRP (1998), ICNIRP (2010) and ICNIRP (2020) guidelines, for the 100 kHz to 300 GHz frequency range. Note that the units of the two y-axes (i.e. electric field and power density) are independent of each other.
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Figure 4. Reference levels for workers applying to local exposures ≥6 min for the ICNIRP (2020) guidelines, for the 100 kHz to 300 GHz frequency range. Local exposure reference levels were not given in the ICNIRP (1998) and ICNIRP (2010) guidelines. Note that the units of the two y-axes (i.e. electric field and power density) are independent of each other.
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