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Abstract 

This document describes the relevant updates incorporated into the 5GinFIRE MANO 
platform during the second year of the project. The MANO platform has been used to 
support the experimentation activities of 5GINFIRE Open Call phase 1, carrying out the 
management and orchestration of the different network functions and services deployed 
during this experimentation period. The current 5GINFIRE MANO platform is based on OSM 
Release FOUR, an open-source implementation of the NFV MANO stack hosted by ETSI and 
can support multi-site deployments. Finally, the document also includes information 
regarding functional validation, as well as the ongoing work that is being conducted to 
provide further enhancements to the platform. 
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Executive summary 

In the NFV architecture, the MANO framework is in charge of the management and 
orchestration of the network functions, supporting their lifecycle, and the composition of 
these functions to build Network Services. Management and orchestration are applied 
following a set of requirements, usually expressed as policy statements, interpreted and 
ŜƴŦƻǊŎŜŘ ōȅ ǘƘŜ a!bh ŦǊŀƳŜǿƻǊƪΣ ŎƻƳƳƻƴƭȅ ǊŜŦŜǊǊŜŘ ǘƻ ŀǎ ǿŜƭƭ ŀǎ ǘƘŜ άa!bh ǎǘŀŎƪέΦ ¢ƘŜ 
5GINFIRE project selected one of the most advanced open-source MANO platforms currently 
available, Open Source MANO (OSM) as the base for its MANO framework, and from this 
selection has actively contributed to its consolidation and evolution, as well as taken 
advantage of this evolution to provide the highest-level management and orchestration 
support to the 5GINFIRE experiments (as demonstrated for the first open call). 

The 5GINFIRE environment poses a series of challenges for the MANO platform to be used, 
mainly related to the high diversity of functions to be considered and the multi-domain 
nature of the infrastructure to be managed. The technical solution adopted by the project 
considers the utilization of a single orchestration domain, where an NFV orchestrator 
manages and coordinates the creation of network services on the participating 
infrastructures. These participating experimental facilities are at the core of the 5GINFIRE 
MANO deployment, each one with its independent resource management element (VIM). 
The 5GINFIRE MANO team has defined the procedures for the integration, validation, and 
monitoring of facilities as they join the multi-domain 5GINFIRE orchestration and 
management environment. 

The WP4 5GINFIRE team has continued addressing the orchestration challenges in the 
project, updating the original MANO platform, consolidating the validation mechanisms, and 
enhancing the aspects related to a multi-site and multi-user environment. The original 
documentation set has been extended, including reference materials for experimenters and 
experimental facility admins. In other words, the MANO platform has grown, demonstrating 
its ability to incorporate new experimental sites, and providing a high-value experience for 
the deployment of NFV-enabled network testbeds. 
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Abbreviations 

MANO: Management and Orchestration 

NFV: Network Function Virtualization 

NFVI: NFV Infrastructure 

NFVO: NFV Orchestrator 

NS: Network Service(s) 

SO: Service Orchestrator 

RO: Resource Orchestrator 

VCA: VNF Configuration and Abstraction 

SDN: Software Defined Networks 

VIM: Virtual Infrastructure Management 

VNF: Virtualized Network Function 

VNFM: VNF Manager 

VVF: Virtualized Vertical Function 

VxF: Virtualized (Network or Vertical) Function 

WIM: WAN Infrastructure Manager 
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1 Introduction 

In the NFV architecture, the MANO framework is in charge of the management and 
orchestration of the Virtual Network Functions (VNFs), supporting the lifecycle of such 
functions, and the composition of these functions to build Network Services (NS). 

This lifecycle management includes all events related to the execution of a VNF, since its 
initial incorporation to the cloud environment where it will run (the so-called onboarding) up 
to an eventual decommission of such a function. And naturally encompasses essential events 
such as particular instantiations and activations, and those related to the properties of 
cloud-based functions, like scaling events. Given the final goal of NFV is to provide network 
services, these events at the VNF level have to be coordinated at the NS level as well, 
requiring the MANO framework to orchestrate individual VNF-related events to ensure the 
proper behaviour of the services under its control. 

Management and orchestration are applied following a set of requirements, usually 
expressed as policy statements within metadata structures (the descriptors) that define the 
intended properties a service and its component functions have to comply with. The MANO 
framework reads and processes these descriptors, managing the identified components, and 
interpreting how to satisfy the policy statements that define their intended behaviour. The 
5GINFIRE approach implies a common NFV orchestrator, interacting at its northbound 
interface with the portal, and controlling a set of Virtualized Infrastructure Managers (VIMs), 
one at each participating site [2]. 

The 5GINFIRE project selected one of the most advanced open-source MANO platforms 
currently available, Open Source MANO (OSM) [1][4] due to: its high degree of maturity, its 
proven support for a distributed and diverse infrastructure in different administrative 
domains, the cloud-native mechanisms for function control and management, and the ability 
to apply continuous integration techniques to the platform. And, obviously, the open-source 
nature that guaranteed an open evolution roadmap that could incorporate in the 
mainstream the solutions provided by 5GINFIRE to address requirements not yet considered 
by the platform. 

This document describes how the 5GINFIRE MANO platform has evolved from its initial 
deployment, by: 

¶ Updating the platform itself as the OSM software evolved. 

¶ Addressing the requirements of experimenters as they used the platform. 

¶ Improving the procedures to include new experimental facilities and monitoring 
their integration into the framework. 

¶ Incorporating new software elements to address the above requirements (from both 
experimenters and facilities), that were further contributed to the OSM community. 

This document follows a structure similar to its predecessor [1], with Section 2 providing an 
overview of the architecture principles, and any relevant update made to them. Section 3 
going into details on the main characteristics of the management stack at each testbed 
infrastructure, together with a description of their interconnection with the common 
orchestrator, and an update of how connectivity is provided among functions and 
experimenters in the distributed 5GINFIRE infrastructure. Section 4 discusses the enhanced 
functional validation of the MANO platform, including how they are evolving into supporting 
infrastructure monitoring and supporting telemetry mechanisms.  Finally, Section 5 provides 
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a survey of the future MANO platform enhancements, that will not only be included into the 
5GINFIRE framework but also contributed to the OSM community to make them part of the 
OSM code base for future releases.  
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2 Design of the 5GinFIRE MANO platform 

The 5GINFIRE ecosystem brought a series of particular challenges for the MANO platform to 
be used, especially related to the high diversity of functions to be considered and the multi-
domain nature of the infrastructure to be managed. These requirements, and the general 
methodology for addressing them were presented in Deliverable D4.1 [1]. During this span, 
5GinFIRE partners have confirmed those requirements, with the only considerations of even 
a greater importance of multi-site capabilities and the inclusion of new verticals, like IoT, 
eHealth, and so on. 

The technical solution adopted by the project [2] [3] considers the utilization of a single 
orchestration domain, where an NFV orchestrator, implemented with Open Source MANO 
(OSM) [4], manages and coordinates the creation of Network Services (NS). We can define a 
Network Service as a composition of Virtualized Vertical/Network Functions, or VxFs. Each of 
these VxFs may be in turn deployed at any of the experimental infrastructures made 
available by 5GinFIRE partners (hereafter referred to as infrastructure providers).  
Deliverable D4.1 described the deployment of a MANO platform encompassing three 
experimental infrastructures. The current architecture design of the 5GINFIRE MANO 
platform, including seven infrastructure providers, is depicted in Figure 1. 

 
Figure 1: Overview of the 5GiFIRE MANO platform 

The MANO platform supports multi-site experimentation activities across different vertical 
domains: 

1) An infrastructure at the global 5G Telefonica Open Innovation Laboratory (5TONIC) 
[5], made available by TID and UC3M, to support experimentation with NFV functions 
and services. 

2) An experimentation facility located at ITAv, providing access to an automotive 
testbed in the city of Aveiro (Portugal). 

3) An infrastructure made available by UNIVBRIS, supporting experimentation activities 
over a smart city environment in the city of Bristol (UK). 
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4) An experimentation facility at UFU, located at Uberlândia (Brazil), enabling trialling 
with 5G applications with a particular consideration on the edge network resources. 

5) An infrastructure provided by the NITOS testbed, i.e., 5GVINO, hosted by the 
University of Thessaly (Greece), which provides access to programmable resources 
for wireless networking, SDN and cloud computing facilities. 

6) An eHealth experimental vertical facility, eHealth5G, hosted by the Poznan 
Supercomputing and Networking Center (Poland); this facility supports 
experimentation in the area of telemedicine and eHealth, offering access to: realistic 
eHealth equipment; a small Edge Cloud, close to eHealth devices; and a core cloud 
accessible via MPLS/Optical service provider network. 

7) A reconfigurable radio testbed at Trinity College Dublin (Ireland), Iris, supporting 
radio hardware, cloud-RAN, NFV, and SDN technologies. This testbed has been 
extended and made available for experimentation activities in 5GinFIRE. We refer to 
this testbed extension as WINS_5G. 

Each partner running an experimental infrastructure is in charge of the deployment and 
maintenance of a Virtualized Infrastructure Manager (VIM), compliant with the OSM 
software stack. On top of that, the NFV orchestrator of 5GinFIRE, deployed at 5TONIC, 
interacts with the VIMs of the testbed providers involved in a service deployment: it 
coordinates the allocation and setup of the computing, storage and network resources 
which are necessary for the instantiation and interconnection of the VxFs that compose the 
network service. 

Additional sites with heterogeneous infrastructure and equipment, such as those that have 
come (and will come) from the Open Call process of 5GinFIRE, can be flexibly incorporated as 
needed, as long as they support a compliant VIM [6] and they set up the inter-site 
connection mechanisms defined in [1] and updated in section 3.2. 

2.1 Structure of the orchestration service 

Figure 2 presents an overview of the architectural design of the OSM software stack, as 
specified for Release FOUR [6]. This stack encompasses different modules that provide the 
orchestration functionality through their interoperation: a Northbound Interface (NBI), a Life 
Cycle Management (LCM) component, a Resource Orchestrator (RO), a Network to VNF 
Configuration (N2VC) module, a VNF Configuration and Abstraction (VCA) component, and a 
Monitoring (MON) module. Also, a unified message bus (provided by Apache Kafka) enables 
the asynchronous communication among the modules. 

The NBI provides a point of contact for external entities (e.g., the 5GinFIRE portal or the 
Client interface of OSM) to interact with the OSM system, and it is aligned with the ETSI NFV 
specification SOL005 [7]. It includes the OSM Information Model (IM), which enables the 
authoritative activity of the different framework components over the data models of the 
OSM system (i.e., the NS and VNF descriptors). 

The LCM supports the lifecycle management of NS potentially composed of multiple VxFs, 
coordinating their creation and deletion. For this purpose, the LCM interfaces with the RO 
and the VCA modules of the OSM architecture. Additionally, the LCM provides other 
essential enabling functionalities, such as the management of NS/VNF descriptors and 
packages. 



Horizon 2020 ς 732497 ς 5GINFIRE Deliverable D4.2 

Page 12 of (59) 

 
Figure 2: Structure of the OSM stack 

The RO module coordinates the allocation and configuration of computing, storage and 
network resources under the control of the different VIMs and SDN controllers, to support 
the execution and interconnection of VxFs. OSM Release FOUR supports multiple types of 
VIMs through a plugin model, including OpenVIM, OpenStack, VMWare vCloud Director, and 
Amazon Web Services Elastic Compute Cloud. Additionally, this plugin model enables the RO 
to directly manage some SDN controllers, including OpenDaylight, Floodlight, and ONOS. 

The N2VC provides the framework that enables the communications between the LCM and 
the VCA modules. The latter is aligned with the VNF Manager defined by the ETSI NFV 
reference architectural framework [8], supporting day-1 and day-2 configuration of VNFs. 
With this purpose, the VCA has an interface to Juju, which allows configuring VNFs through 
the execution of Juju charms1 that can be specified within VNF packages. 
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OpenStack Aodh or OpenStack Gnocchi) and to steer the monitoring information to the 
unified message bus. This information (e.g., metrics or alarm events that occurred during the 
execution of a network service), can be consumed by fault and performance management 
solutions, and trigger the orchestration updates on the VNFs that are executed in the 
provisioning of a network service. In OSM Release FOUR, metrics and alarms include the 
average utilization of memory, the packets sent, or the CPU utilization, to cite a few of them. 

2.2 Methodology for the MANO platform evolution 

As described by Deliverable D4.1, WP4 has followed an iterative approach where 
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1
 Creating your own VNF charm (Release FOUR), OSM Wiki (last access on December 2018): 

https://osm.etsi.org/wikipub/index.php/Creating_your_own_VNF_charm_(Release_FOUR). 
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validation are mostly concerned with functional and integration aspects as it is necessary to 
assure the continuous functioning of the 5GinFIRE distributed testbed in which each site has 
its particularities. 

While D4.1 mostly dealt with the installation of the distributed testbed, this document 
reports the procedures established for the operation, expansion (through open-calls) and 
foreseen upgrades (mainly OSM related). While 5GinFIRE experimenters expect the testbed 
to be stable, they also expect it to be updated with the most relevant software tools 
required for their experiments. 

To achieve these objectives, WP4 continued the approach of having online meetings every 
two weeks to discuss all matters relevant to the operation, ongoing efforts and upgrade 
plans. All information is shared with the other project WPs, and ad-hoc cross-WP meetings 
have been called to discuss inter-WP issues, namely with WP3 and WP6. 

Between these meetings, online messaging tools (such as Skype and Slack) have assisted 
partners in the quick resolution of issues triggered by experiments such as new 
requirements and punctual un-availabilities of the platform.  

During the period, the production-level orchestration at 5GinFIRE has been based on OSM 
Release TWO, case being that in parallel OSM Release FOUR has been tested, and 
contributions identified in the scope of WP4 have been pushed towards the OSM community 
for inclusion in future releases. This aspect is very important as the project previously 
ŘŜŦƛƴŜŘ ǘƘŀǘ άA modification to the 5GinFIRE MANO platform should not prevent or affect 
the correct behaviour of the orchestration service for scenarios that do not require the 
ƳƻŘƛŦƛŎŀǘƛƻƴέ as was the case with experiments of the first open call in which the project 
announced the availability of OSM Release TWO. 

At the time of writing of this deliverable, the second open call experiments will be presented 
with OSM Release FOUR, which already includes some improvements/requirements 
identified in the project. 

Among such improvements (further detailed in future chapters of this document) we 
identify the following as the most relevant: 

ï The configuration of VNFs via Ansible playbooks 
ï Integration of Keystone into the MANO platform (to be included in Release FIVE) 
ï SDN and WIM integration 
ï Support of monitoring framework based on OpenStack telemetry modules 
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3 Implementation of the 5GINFIRE MANO platform 

3.1 Description of the NFV experimental infrastructures 

The 5GinFIRE MANO platform manages and coordinates the creation of network services 
over the 5GinFIRE distributed infrastructure, as a composition of interconnected VxFs that 
can be deployed and operate at different sites. 

In the following sections, we provide an overview of the MANO components and the NFV 
infrastructure available at each of the 5GinFIRE sites. With the purpose to serve as an 
updated reference, this section provides: 

1. Up-to-date information on the distributed NFV infrastructure that was set up during 
the first year of the project lifetime, as specified in [1]. 

2. Report on the NFV infrastructure available at the experimental sites that have been 
integrated into 5GinFIRE, once the first phase of the first Open Call of the project has 
been completed. 

3.1.1 5TONIC site 

The global 5G Telefonica Open Network Innovation Centre (5TONIC) [5] has been established 
in Madrid (Spain) as a leading European hub for knowledge sharing and industry 
collaboration in the area of 5G technologies. The laboratory provides an open research and 
innovation ecosystem for industry and academia that promotes joint project development, 
joint entrepreneurial ventures, discussion fora, and a site for events and conferences, all in 
an international environment of the highest impact. 5TONIC also serves to evaluate and 
demonstrate the capabilities and interoperation of pre-commercial 5G equipment, services 
and applications. Currently, the 5TONIC laboratory has ten members: Telefonica, Institute 
IMDEA Networks, Ericsson, Intel, Commscope, Universidad Carlos III de Madrid, Cohere 
Technologies, InterDigital, Altran, and RedHat. 

The 5TONIC laboratory, as a multipurpose environment, counts with multiple racks, which 
may be flexibly interconnected according to any experimentation requirements, along with a 
common infrastructure to aid experimentation, trials, and demonstrations with 5G products 
and services. In particular, secure access to external sites can be provided via VPN gateways, 
allowing different solutions to support management, control and data operations from 
remote network locations, depending on specific requirements. In the following, we describe 
the main infrastructure and equipment that is available at 5TONIC to support 
experimentation activities in the context of 5GinFIRE. A schematized overview of this 
infrastructure is shown in Figure 3. 

Regarding the orchestration service, the 5GINFIRE MANO platform provides a dual 
orchestration software stack, supporting Release TWO [9] and FOUR [6] of the OSM 
software. This enables the coexistence of network services, and VxFs developed under both 
versions of OSM (due to different design criteria, Releases FOUR and TWO of OSM are not 
fully compatible), as well as the re-creation of experiments carried out during the second 
year of 5GinFIRE (when only Release TWO was available). Following this dual stack approach, 
two installations of OSM (one for Release TWO and another one for Release FOUR) run in 
independent virtual machines on a server computer with 16 cores, 128 GB RAM, 2 TB NLSAS 
hard drive and a network card with 4 GbE ports and DPDK support. 
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Figure 3: overview of the 5TONIC site 

The same server computer hosts a VIM instance based on OpenStack Ocata [10], which 
allows allocating experiments to an NFV infrastructure composed by two high-profile 
servers, each equipped with eight cores in a NUMA architecture, 128GB RDIMM RAM, 4TB 
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are currently interconnected in the data plane by a 24-port 10Gbps Ethernet switch. This 
NFVI forms part of the infrastructure of the IMDEA Networks Institute at 5TONIC, hence its 
utilization is coordinated and shared with other projects and demonstration activities. 
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ports and DPDK support. This VIM controls a dedicated NFVI that is solely allocated to 
experimentation activities within 5GINFIRE. This infrastructure consists of a set of three 
server computers, each with the same hardware characteristics as the server computer 
hosting the VIM. These servers are interconnected by a GbE data-plane switch. 

In both VIM instances, the OpenStack networking service was installed to support layer-3 
services, and the ML2 plug-in of OpenStack was configured to use Linux bridges. The terms 
and conditions that govern the utilization the aforementioned NFV infrastructures are 
detailed in the 5GinFIRE website [11]. 

Finally, the experimentation infrastructure offered to 5GinFIRE includes some server 
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MANO platform are covered in detail in Section 3.2. 
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3.1.2 ITAv site 

The ITAv site provides an infrastructure based on Openstack Ocata. This infrastructure is 
connected to the 5GINFIRE OSM-based orchestrator (see Figure 4). Two servers compose the 
NFVI in ITAv: 

1) Orphic 

¶ Cores: 24 

¶ Memory: 192 GB 

¶ Network: 4 x 1Gbps interfaces (supports passthrough, DPDK and SR-IOV) 

¶ Storage: 2 x 1TB SAS3 drives 
2) Aeolus 

¶ Cores: 16 

¶ Memory: 256 GB 

¶ Network: 4 x 1Gbps interfaces (supports passthrough) 

¶ Storage: 2 x 1TB SAS2 

L¢!ǾΩǎ hǇenstack deployment has one controller node where all the services are installed 
and then there the components mentioned above, where only the compute service is 
installed. 

L¢!ǾΩǎ hǇŜƴǎǘŀŎƪ ŘŜǇƭƻȅƳŜƴǘ Ƙŀǎ ǘƘǊŜŜ ±[!b ƴŜǘǿƻǊƪǎΣ ǿƘƛŎƘ ŀǊŜΥ /ƻƴǘǊƻƭΣ 5ŀǘŀ ŀƴŘ 
Management. The Control VLAN is for the control plane packets, while the Data VLAN is used 
for the data plane packets. The Management VLAN is used to access the nodes in the 
Openstack deployment, and it is used by the Openstack services to communicate with each 
other, thus not being visible in the other VLANs. 

 

 
Figure 4: Deployment configuration at the ITAv site 

Networks inside the Openstack deployment are handled using Neutron and Linux Bridges. 
Projects internal networks are created using VXLAN, and the external ones use VLAN 
networks. 

This infrastructure is connected to a 24-port 1Gbps switch. The switch supports the control 
and data plane, which are separated using VLANs. Each of these VLAN networks can be 
extended in order to support and interconnect more devices (using layer 2 or layer 3 
technologies). 
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At the ITAv site, there is also an OSM Release FOUR deployed, intended to be used for local 
deployments and for testing purposes. From the Data Plane, it is possible to reach through 
routing a network segment where Road Units (OBU, RSU) of WP5 are placed. 

3.1.3 UNIVBRIS site 

The overall 5GinFIRE UNIVBRIS site is based on the Network Function Virtualization 
Infrastructure (NFVI) foundation specified by ETSI NFV reference architecture [8] focusing on 
Smart City Vertical EVI. The UNIVBRIS site is composed of three main building blocks: 
compute, storage and network. All the virtualized resources being provided by the UNIVBRIS 
site are available through the OSM-based common orchestrator located at the 5TONIC site. 
Lƴ ǇŀǊǘƛŎǳƭŀǊΣ ǘƘŜ ¦bL±.wL{ ǎƛǘŜΩǎ ǇǳǊǇƻǎŜ ƛǎ ǘƻ ǇǊƻǾƛŘŜ an excellent testing platform for 
heterogeneous experimentations and at the same time guarantee computational resources 
or/and sliciƴƎ ŦƻǊ ƘƻǎǘƛƴƎΣ ŘŜǇƭƻȅƛƴƎΣ ƛƴǎǘŀƴǘƛŀǘƛƴƎ ŀƴŘ ǎǳǇǇƻǊǘƛƴƎ ±ȄCΩǎ ƭƛŦŜ ŎȅŎƭŜ ŜƴŀōƭƛƴƎ ǘƻ 
conduct rigorous, transparent and replicable testing of NFV ecosystem. 

Figure 5 shows the high-level logical UNIVBRIS network topology. ENB-B is the eNodeB one 
of the building blocks of LTE network. There are two eNodeBs:  

1. One is connected to the 5G BOX that is known as PNF UGW. The PNF UGW contains 
the core element of the LTE network (EPC), which is SDN enabled and provide WiFi 
and LTE connectivity for User Equipment (UE). 

2. The other is connected to the KVM machine that contains the VNF UGW. 

The overall network architecture is composed of two compute nodes, one storage node and 
one controller node based on OpenStack Pike. All nodes operate on top of Ubuntu 16.04 OS. 
This network is connecting via VPN Layer 3 to 5TONIC enabling multi-site interconnection. In 
addition, the datacentre is connected via 10km fiber to Millennium Square enabling outdoor 
experimentation. 

 

 
Figure 5: UNIVBRIS logical network topology 

Figure 6 shows Millennium Square located at Bristol city centre with all the access 
technologies available. 
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Figure 6: UNIVBRIS outdoor testbed and the available access technologies 

A summary of the testbed constituent equipment and capabilities is: 

1) Multi-vendor software-defined networking (SDN) enabled packet switched network: 

¶ Corsa switch (Corsa DP2100) 

¶ Edgecore switch (Edgecore AS4610 series & AS5712-54X) 
2) SDN enabled optical (Fibre) switched network: 

¶ Polatis Series 6000 Optical Circuit Switch 
3) Multi-vendor Wi-Fi: 

¶ SDN enabled Ruckus Wi-Fi (T710 and R720) 

¶ Nokia Wi-Fi (AC400) 
4) Nokia 4G and 5G NR: 

¶ 4G EPC & LTE-A (Dual FDD licensed bands for 1800MHz and 2600MHz; with 
15MHz of T&D licence in 2600MHz band) 

¶ 5G Core & 5G NR Massive MIMO (TDD band 42 at 3.5GHz; with 20MHz T&D 
licence) 

5) Self-organising multipoint-to-multipoint wireless mesh network: 

¶ CCS MetNet a 26GHz with 112MHz T&D licence providing 1.2Gbps throughput 
6) LiFi Access point: 

¶ pureLiFi LiFi access points supporting 43Mbps 
7) Advanced fibre optics FPGA convergence of all network technologies enabling 

considerable flexibility, scalability and programmability of the front/back-haul, to 
provide experimentation with: 

¶ Elastic Bandwidth-Variable Transponders 

¶ Programmable Optical White-box 

¶ Bandwidth-Variable Wavelength Selective Switches (BV-WSS) 

3.1.4 UFU site 

The UFU Future Internet Testbed is in the Federal University of Uberlândia (UFU) at the 
Campus Santa Mônica in Uberlândia, MG, Brazil. Besides the 5GinFIRE infrastructure, 
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deployed in the same location there are other resources from other testbeds from previous 
and current research projects where UFU has participated, such as FIBRE island 
(https://fibre.org.br/, formerly http://fibre -ict.eu), FIWARE (www.fiware.org), NECOS 
(http://h2020-necos.eu). The infrastructure at UFU connects physically with Algar Telecom, a 
regional telecom operator headquartered in Uberlândia, MG, Brazil, as presented in Figure 7. 

 
Figure 7: UFU Future Internet Testbed 

These different resources may enable different scenarios, such as the integration between 
5GinFIRE and the FIBRE island, a FIRE-based testbed. This integration will be investigated 
after the final deployment of the new FIBRE control framework based on OMF6. 

Concerning the 5GinFIRE infrastructure already deployed at UFU, presented in Figure 8, it 
includes three server computers. The compute nodes have a total of 56 cores, 160 GBytes of 
RAM and 4 TBytes of storage. Each server has four NICs with 1 Gbps ports and SR-IOV 
capabilities. A TOR switch, with 48x1GBps ports, interconnects the compute nodes. 
OpenStack Pike release is the local VIM. An OSM R4 is deployed for local testing purposes. 

 
Figure 8 - 5GINFIRE Infrastructure at UFU 

At UFU it is possible to run different 5G related applications on different verticals. The 
resources available at the edge (i.e., at UFU) allow having a primary focus the Smart City 
vertical by integrating applications and 5G oriented networks. 

3.1.5 eHealth5G site 

The eHealth5G facility (located in Poznan Supercomputing and Networking Center, Poznan, 
Poland) is a new testbed created thanks to accepted 5GinFIRE open call infrastructure 

https://fibre.org.br/
http://fibre-ict.eu/
http://www.fiware.org/
http://h2020-necos.eu/
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project and is available for experimenters from December 2018. The eHealth5G facility 
extends the current 5GinFIRE architecture with a new eHealth Experimental Vertical Instance 
(eHealth EVI) providing 5GinFIRE experimenters with the possibility of performing 
experiments in the area of eHealth and telemedicine in a remotely accessible testbed 
designed for testing technical and usability aspects of services running on top of 5G NFV 
infrastructure composed of small Edge Cloud, being very closed to eHealth devices, and Core 
Cloud accessible via MPLS/Optical Service Provider network. The eHealth Vertical Industry 
infrastructure located in PSNC consists of cutting-edge eHealth equipment enabling eHealth 
cloud applications, products or services implementation and testing for hospitals, clinics, 
medical universities, medical or sports professionals. 

The eHealth5G facility provides two independent OpenStack-based NFV infrastructures: 

¶ Core Cloud with two Compute Nodes 

¶ Edge Cloud composed of one Compute Node 

.ƻǘƘ /ƭƻǳŘǎΩǎ hǇŜƴ{ǘŀŎƪ ƛƴǎǘŀƴŎŜǎ ŀŎǘ ŀǎ ±Laǎ and are managed by 5TONIC OSM. Both 
OpenStack instances use ML2 plugin for Openvswitch for managing network within Linux 
system. The Core Cloud OpenStack software stack is deployed on a IBM server computer 
with 24 cores, 48GB RAM, 1.2TB HD and four 1GbE interfaces. The Edge Cloud OpenStack 
software stack is deployed on a HP server computer with 40 cores, 160GB RAM, 2.4TB HD 
and 4x1GbE and 2x10GbE. The HP server follows NUMA architecture, allows process pinning 
and is DPDK compatible. The server computers where OpenStack is deployed are also used 
as Compute Nodes. Additionally, two more IBM compute servers are used - the first one acts 
as second Compute Node in the Core Cloud and the second is used to deploy VMs with 
additional software for managing network equipment. Unfortunately, none of those server 
computers supports SR-IOV. 

Compute Nodes are connected to statically configured switches. The communication Service 
Provider network is also statically configured and provides L3 routing services for 
interconnecting EVI infrastructure, Edge Cloud and Core Cloud. The EVI infrastructure with 
eHealth equipment is available in two locations in Poznan city (first in the main PSNC 
premise, called CBPIO and located on Jana Pawla II Street, and second in a building on 
Zwierzyniecka Street). Access to both locations is available with the usage of Poznan 
metropolitan network called POZMAN. 

External access to the facility as well as communication with other 5GinFIRE facilities has 
been established using two VPN gateways. First OpenVPN gateway provides access to 
eHealth5G Core Cloud, whereas the second OpenVPN gateway provides access to the 
eHealth5G Edge and Core Cloud and eHealth EVI. The eHealth5G infrastructure connectivity 
is illustrated in Figure 9. 
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Figure 9: eHealth5G infrastructure connectivity 

The NFV infrastructure hardware details are summarized next: 

¶ 1x HP ProLiant DL380 Gen 9 compatible with Intel DPDK (no SR-IOV supported) 

¶ 3x IBM System x3550 M3 (no SR-IOV supported) 

¶ 2x Pica8 P-5101 with OpenFlow 1.3/1.4 (currently configured statically) 

¶ 1x NoviSwitch 2128 (currently configured statically) Ά Carrier-grade OpenFlow 1.3 
switch based on EZchip NP-5 with experimental extensions (DPI, metadata injection, 
VXLAN, security) 

¶ 2x Juniper MX480 (universal service provider edge router) offering IP 
routing/Ethernet switching, MPLS, L2/L3 VPNs (VPLS, EVPN, MPLSoGRE, VXLAN) 
equipped with MS-DPC cards for advanced network traffic processing and analysing 
(e.g.: traffic sampling, packet inspection) 

¶ 2x Adva Optical FSP 3000R7 equipped with high-speed multimedia SDI cards (10TCC-
PCN-3GSDI+10G) allowing for multiplexing and real-time transport of digital SD and 
HD video content in native optical OTN format (technology essential for support any 
high-resolution video streams like UHDTV 4k/8k, requiring up to 50Gbps bitrate or for 
any video 3D technology which is to be used in modern telemedicine solutions) 

3.1.6 WINS_5G site 

WINS_5G - the reconfigurable radio testbed at Trinity College Dublin provides virtualized 
radio hardware, software virtualisation, Cloud-RAN, Network Functions Virtualisation (NFV), 
and Software Defined Networking technologies to support the experimental investigation of 
the interplay between 5G radio and future networks.  










































































